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1 Introduction

The fidelity of timing and time perception in the milli-seconds to multi-seconds range is subject to distortion in humans and other animals (Droit-Volet and Meck, 2007; Eagleman, 2008; Matthews and Meck, 2014; Merchant et al., 2013a; Grondin, 2010). This failure to represent objective time in a veridical manner occurs in healthy individuals, including children, young adults, and aged participants as a function of temporal context (Balci et al., 2009; Lustig and Meck, 2001, 2005, 2011; van Wassenhove et al., 2008). Of particular interest for this chapter, however, are the pathophysiological distortions in time perception and timed performance that occur as a function of dopamine (DA) depletion in the basal ganglia associated with Parkinson’s disease (PD; see Allman and Meck, 2012; Coull et al., 2012, 2013; Harrington et al., 2014; Höhn et al., 2011; Jahanshahi et al., 2006; Jones et al., 2008; Jones and Jahanshahi, 2011, 2014). Patients with PD have a loss of DA neurons in the substantia nigra pars reticulata as well as the substantia nigra pars compacta (SNPC) which projects to the striatum – a brain region shown to be of critical importance to interval timing (Jahanshahi et al., 2006; Koch et al., 2008, 2009; Parker et al., 2013; Rakitin and Stern, 2006; Smith et al., 2007). PD patients experience difficulties when producing temporal components of movement, and in programming and synchronizing motor responses. These problems are reflected in increased reaction time and movement time (Bloxham et al., 1987; Evarts et al., 1981; Jurkowski and Stacy, 2005; Jurkowski et al., 2002, 2005a,b), prolonged
inter-onset latencies when performing sequential or simultaneous movements (Benecke et al., 1986; Roy et al., 1993), impaired ability to maintain a fixed rhythm in tapping tasks (Nakamura et al., 1978; O’Boyle et al., 1996; Stelmach and Worringham, 1988; Wing et al., 1984) and increased speech production time (Lieberman et al., 1992; Volkman et al., 1992). Parameters such as reaction time, inter-onset latency, rhythm maintenance, and temporal organization of speech all require accurate timing, and dysfunctions are well correlated with the clinical phenomenon of bradykinesia in PD (Benecke et al., 1986; Hallett and Khoshbin, 1980; Nakamura et al., 1978; Schirmer, 2004; Volkman et al., 1992). There is evidence that the timing deficits in PD patients may not be limited to the motor domain. Non-motor deficits include impaired temporal discrimination of pairs of stimuli in the somaesthetic, visual, and auditory modalities (Artieda et al., 1992), absence of interlimb synchronization in processing of bimodal simultaneous stimuli (Malapani et al., 1994), difficulty in recognizing the emotional, linguistic, and temporal features expressed in speech (Schirmer, 2004), and impairments in attention, working memory, and time estimation (Brown and Marsden, 1988; Lee et al., 2010; Pastor et al., 1992; Perbal et al., 2005; Pouthas and Perbal, 2004). Recent evidence suggests that a unified model of timing and time perception may be possible based on coordinated activity in a core striatal network that is interconnected with olivocerebellar circuits and the cerebral cortex (Harrington et al., 2014; Koch et al., 2009; Kotz and Schwartz, 2011; Meck, 2005; Merchant et al., 2013a; Teki et al., 2012; see Gibbon et al., 1997, and Malapani et al., 1998a, for an alternative proposal for striato-thalamo-cerebral interconnectivity). This interactive timekeeping mechanism is used in both production and perception of intervals in the millisecond range and seconds-to-minutes range with humans and other animals (Ivry and Hazeltine, 1995; Ivry and Keele, 1989; Jahanshahi et al., 2001a; Keele et al., 1985; Meck et al., 2008; Merchant et al., 2008b, 2013b). Thus, timing may be an independent/modular process employed whenever its specific computation is needed (Malapani and Gibbon, 2001; Merchant et al., 2013a; Van Rijn et al., 2014). In fact, accurate timing is required in many behaviors across species. For example, the skilled movements of musicians, athletes, and predators require precise timing of activity across different groups of muscles. It has been suggested that several motor or perceptual tasks that require accurate timing have access to the same internal timing mechanism, because normative performance varies in similar ways across tasks (Buhusi and Meck, 2005; Malapani and Fairhurst, 2002; Ivry and Hazeltine, 1995).

Neuropsychological research provides a complementary way to address the issue of whether a common timing mechanism is used in both production and perception and to investigate possible locations of the hypothesized internal timekeepers within neural systems (Coull et al., 2011; Meck et al., 2008;
Merchant et al., 2013a). This approach asks whether different patient groups will show either similarities or dissociations in performance on specific timing tasks as a function of the location of their neurological lesion. It has been shown that patients with lesions in the cerebellum are impaired in both motor and perceptual tasks requiring accurate timing, in “short” sub-second time ranges (Ivry et al., 1988; Ivry and Keele, 1989) as well as in “long” supra-second time ranges (Malapani et al., 1998b; Nichelli et al., 1996). Sub-second timing performance in perceptual and production timing tasks with comparable levels of difficulty was found to be unimpaired in PD patients (Ivry and Keele, 1989), leading to the hypothesis that timing in this range doesn’t directly involve the basal ganglia (Ivry, 1996). However, more recent findings obtained in patients with diseases originating in the basal ganglia have shown that both time estimation and motor tasks requiring accurate timing are impaired in PD patients, in both sub-second and supra-second time ranges (Allman and Meck, 2012; Harrington et al., 1998a,b, 2011a,b; Jahanshahi et al., 2010a,b; Malapani et al., 1998b; Merchant et al., 2008a, 2013a; O’Boyle et al., 1996; Pastor et al., 1992).

2 Isolating the Internal Clock by Dividing Interval Timing into Separate Stages of Information Processing

Distortions in timing that are induced by pharmacological, lesion, or stimulation techniques are postulated to be diagnostic of the underlying psychological processes (Allman et al., 2014a,b; Coull et al., 2011, 2013; Meck, 2006a,b,c). These temporal processes have been divided into three major stages of information processing (i.e., clock, memory, and decision stages – see Allman and Meck, 2012; Bueti and Macaluso, 2011; Hinton and Meck, 1997; Matell and Meck, 2000; Pouthas and Perbal, 2004) in order to isolate the underlying timing mechanisms (Roberts, 1981, 1993) and understand the time course of temporal discrimination (Tarantino et al., 2010).

2.1 Clock Stage
Systemic administration of DA agonists and antagonists has been found to cause horizontal leftward (e.g., amphetamine) and rightward (haloperidol) shifts in psychometric functions relating signal duration to temporal judgments (Lake and Meck, 2013; Maricq and Church, 1983; Meck, 1983, Meck et al., 2012a). These horizontal shifts are proportional to the durations being timed and have shown a positive correlation with the efficacy of the drugs at the D2 receptor (e.g., Meck, 1986). This result is compatible with the hypothesis that
increasing (or decreasing) the effective level of DA in the brain causes an increase (or decrease) in the speed of oscillatory/pacemaker processes used for timing (Coull et al., 2011; MacDonald and Meck, 2004, 2005, 2006; Matell and Meck, 2004): if the clock is caused to run faster (or slower) than when a target duration was first learned, then participants will think that the end of the interval and its associated feedback is due earlier (or later) than it actually is, and consequently timing functions will be horizontally shifted to the left (or right). These horizontal shifts have been interpreted as indicative of effects upon “clock speed” (Cheng et al., 2006; Matell et al., 2004, 2006; Williamson et al., 2008). A testing continues under the influence of the drug, however, these under- or over-estimations of signal duration begin to readjust such that by the end of testing, psychometric functions should have gradually shifted back to normal. If the drug is removed abruptly and testing continues, however, what one should see is an immediate rebound effect. That is to say, participants that have been tested with the DA agonists show a subsequent rightward shift upon removal of the DA agonist, while those tested with DA antagonists show a leftward shift. This is thought to be due to participants re-learning the target durations while under the influence of the drug (Buhusi, 2003; Meck, 1983, 1996). An example of how this might work is as follows: When participants have re-learned the target duration with a clock that runs faster (or slower) than normal, and are then returned to the “non-drug” baseline condition, the normal speed of the clock is slower (or faster) than it was during re-learning. Participants will then expect feedback later (or earlier) than the re-learned time, and the timing functions will be shifted to the right (or left), which is in the opposite direction to the shift induced by the initial administration of the drug (Oprisan and Buhusi, 2011).

2.2 Memory Stage

Horizontal displacement of psychometric functions may also result from distortions in the content of temporal memories that are stored for later retrieval (Coull et al., 2011; Meck, 1983, 1996). This distortion in the content of temporal memory has been described in terms of a multiplicative translation constant that is responsible for producing scalar transforms of sensory input taken from an internal clock (e.g., Meck, 2002a,b). An example of how this might work is as follows: the number of pacemaker pulses integrated by an accumulator during the presentation of a signal can provide a representation of the perceived duration for the current trial. When this clock reading is transferred to memory (presumably following feedback), the transfer may occur with some bias that we have referred to as a memory-storage or memory translation constant. In scalar timing theory (Gibbon et al., 1984; Wearden and Lejeune, 2008), this has
formally been referred to as the $k^*$ parameter, which is a multiplicative constant describing how the reference memory works during encoding and retrieval (Meck, 1983, 2002a; 2006c; Meck and Angell, 1992; Meck and Church, 1987; Meck et al., 1986; Van Rijn et al., 2014). If the remembered time of feedback reliably differed from the obtained clock reading, then a participant would consistently expect the feedback to occur at a time other than the programmed time. It would be later than the programmed time if the memory storage constant was greater than 1.0. Alternatively, the participant would consistently expect feedback to occur earlier than the programmed time if its memory storage constant was less than 1.0 (Meck, 1983, 2002a). A distortion at this level, known as the “memory-speed” effect, causes the real time of an event to be consistently remembered as “shorter” or “longer” than it actually is. Because the physical time is always misremembered, no amount of training will eliminate the distortion. Unlike changes in clock speed, changes in memory-storage speed would not be self-correcting even in the case where participants are “surprised” by the mismatch between their clock readings and a value sampled from reference memory. This is because any “updating” of memory in this case would lead to the continued distortion of stored values for as long as the modification in memory-storage speed remains in effect (i.e., as long as $K^*$ is $>\ 1.0$). Pharmacological research has shown that the memory constant is related to the amount of acetylcholine (Ach) available in the brain, such that increasing (or decreasing) synaptic Ach decreases (or increases) the value of $K^*$ in a proportional manner to the timed interval (Meck, 1983, 1996, 2002a; Meck and Church, 1987; Oprisan and Buhusi, 2011).

2.3 Decision Stage
In virtually all interval-timing tasks, the decision to respond is based on the ratio of a currently accumulating duration to a remembered standard duration (Gibbon et al., 1984, 1997; Meck, 1983). If one observed decreasing variability with increasing target duration, the use of a difference rule rather than a ratio rule may be inferred, which would represent a violation of scalar variability across signal durations (Hinton and Rao, 2004; Rakitin et al., 1998; Wearden and Lejeune, 2008). Evidence regarding the neuropharmacology or anatomical locus of the decision stage is relatively lacking, but the interaction between the dorsal and ventral striatum has been implicated in the setting of response thresholds (Agostino et al., 2013; MacDonald et al., 2012). One piece of evidence concerning the neural processes that play a role in specific aspects of this decision process is the finding that participants systematically “search” for the target duration by systematically varying their temporal criterion on a trial-by-trial basis between a lower and upper boundary. This “temporal search” is revealed...
by an individual-trials analysis (Church et al., 1994; Rakitin et al., 1998) showing that successive peak times in the peak-interval procedure alternate between opposite sides of the median peak time more often that would be expected by chance (Meck, 1988; Meck et al., 1984). This finding suggests that duration discrimination mechanisms operate similar to a feedback-control system in order to minimize the amount of error in the estimation of the target duration and appear to depend upon hippocampal-striatal interactions (MacDonald et al., 2014; Meck, 1988; Meck et al., 2013; Yin and Meck, 2014; Yin and Troger, 2011). As such, a variety of feedback techniques have been used to affect this level of alternation and the decision stage in temporal generalization and reproduction tasks (e.g., Lustig and Meck, 2005; Wearden and Grindrod, 2003).

Recent work has demonstrated that human participants are sensitive to the probabilistic structure of the mean and variation of a distribution of event durations. This sensitivity can be modeled by a Bayesian-type decision process that participants use for the optimal estimation of duration and coincidence timing (Cicchini et al., 2012; Jazayeri and Shadlen, 2010; Miyazaki et al., 2005). These results highlight the statistical nature of psychophysical judgments as well as the efficiency and flexibility of decision-making processes involved in timing (Meck et al., 2012b). It has recently shown that the hyperbolic discounting of reward value emerges from the scalar property of interval timing (Cui, 2011). Moreover, there is an increasing awareness that decision-making is influenced by subjective time being reliably different from objective time and that these differences are modulated by sources and forms of variability in clock, memory, and decision stages (Gibbon et al., 1997; Gu and Meck, 2011; Meck et al., 2012b; Jazayeri and Shadlen, 2010; Ray and Bossaerts, 2011).

In summary, there are a number of important implications derived from the findings described above: (1) clock and memory stages of temporal processing are functionally distinguishable; (2) DA function appears to be importantly involved in the “clock” stage and perhaps in the “memory” stage as well – although ACh function appears to be more strongly implicated (Coull et al., 2011; Oprisan and Buhusi, 2011). However, findings in bilateral PD patients with substantial losses of DA cell bodies in the SNPC, show reliable “migration effects” when trained and tested with multiple target durations during the same session. This outcome was unanticipated based on the hypothesis that DA is solely involved in the clock stage – which would predict a proportional rightward shift for both target durations as clock speed slows down rather than migration towards each other (Malapani et al., 1998b; Meck and Benson, 2002). These PD findings also challenge current timing theories (e.g., scalar timing theory and striatal beat-frequency theory, SBF; Gibbon et al., 1984, 1997; Matell
Bayesian models of interval timing and distortions (Meck, 2004), which cannot account for all of the quantitative properties of the observed clock and memory effects without some additional assumptions about memory processes and decision-making (Gu and Meck, 2011; Lustig et al., 2005). We describe these effects as part of the review below.

3 Migration Effects Observed in Temporal Reproduction

The peak-interval (pi) timing procedure is a duration reproduction task in which human participants are instructed to reproduce durations by centering a sequence of responses around the target duration(s) that typically range from 6–21 s (Rakitin et al., 1998; Yin et al., 2015). The target duration is initially pre-trained by presenting the participant with a series of fixed-time (FT) trials (e.g., N = 10 trials) during which the signal (e.g., blue rectangle) briefly changes color (blue→magenta) at the target duration. Participants were then asked to reproduce this duration from memory during peak trials by either centering a sequence of key presses (e.g., Lake and Meck, 2013; Lustig and Meck, 2005; Malapani et al., 1998b; Rakitin et al., 1998, 2005, 2006) or pressing a key just before and releasing it just after the target duration (Malapani et al., 2002) before terminating the trial and the continuous presentation of the blue rectangle. Trials are separated by an intertrial interval (ITI) during which a feedback histogram can be presented on the computer screen displaying the frequency of responses plotted on a relative time scale with the letter “T” marking the target duration and a bracket of ±15% displayed around this target duration – thus, providing information concerning the accuracy and precision of the responses produced on the immediately preceding trial. Additional messages informed the participants if they had responded too short or too long with respect to the target duration or whether one of their responses was a direct hit. Participants were instructed that they should refrain from counting or tapping so as to avoid sub-dividing or any other type of extraneous time-keeping. To further discourage counting, random digits were intermittently superimposed over the blue rectangle, and participants were instructed to read the digits aloud. Inter-digit times were determined randomly using two uniform distributions (see Malapani et al., 1998b; Rakitin et al., 1998, for additional details). In the following sessions, participants typically received 20 FT trials, 30 peak trials with ITI feedback, and 10 peak trials without ITI feedback during blocked sessions each with a different target duration over the course of two or more days. Data collection sessions were preceded by pre-training sessions during both days. Target duration pairs used were: 11 and 17 s (Hinton, 2003; Hinton and Meck, 2004; Meck and Malapani, 2004), 7 and 17 s (Lake and
Meck, 2013), 7 and 14 s (Gu et al., 2015; Lustig and Meck, 2005), 8 and 21 s (Malapani et al., 1998b), and 6 and 17 s (Malapani et al., 2002; Rakitin and Malapani, 2005; Rakitin et al., 2005, 2006).

Malapani et al. (1998b) showed that when PD patients given DA-replacement therapy (e.g., L-dopa + apomorphine) are trained to time using corrective feedback they are able to reproduce single or multiple target durations (e.g., 8 and/or 21 s visual signals trained individually or within the same session) with the same accuracy and precision as age-matched controls. However, when these same PD patients are tested in an OFF medication state (again with feedback) a very different phenomenon emerges. Under these conditions, the 8s target duration is over-produced and the 21s target duration is under-produced relative to the ON medication state when both durations are trained and tested within the same session, as illustrated in Figure 11.1. This distortion was characterized as a “migration” effect, as though there was a mutual attraction, or “coupling” in memory for these two target durations. It is important to note that the 21 s target duration was reproduced as “shorter” than veridical when there was a resident memory of an 8 s target duration trained previously, but was reproduced as “longer” than veridical when it was the only trained target duration tested in the OFF medication state, indicating a “slowing” of temporal processing (e.g., Fournet et al., 2000; Meck and Benson, 2002) as illustrated in Figure 11.2.

![Figure 11.1](image_url)

**Figure 11.1** Relative frequency distributions for the two target durations (8 and 21 s) showing accuracy and precision of duration reproduction in Parkinson’s disease (PD) patients ON and OFF their levodopa medication.
These findings have been followed up using an “encode/decode” paradigm (Malapani et al., 2002) that is able to reveal whether the dysfunctional coupling is part of the original learning and storage of the appropriate target durations (encoding) or introduced upon retrieval of these memories at test (decoding). Using this training (with feedback) → test (without feedback) paradigm, it was demonstrated that the migration effect appears whenever PD patients are tested OFF medication, whether this is during training or test phases of the experiment. These results replicate and extend the earlier PD-migration effect first reported by Malapani et al. (1998b) showing that compared to the ON medication state, PD patients tested OFF medication produce responses that are “long” relative to the “short” target duration and responses that are “short” relative to the “long” target duration. The PD-migration effects reported by Malapani et al. (2002) were observed during both of the OFF training sessions, as seen in the OFF-OFF and OFF-ON groups’ first-day performances, and in the test sessions, as seen in the OFF-OFF and ON-OFF groups’ second-day performances. These results indicate that the PD-migration effect is not entirely dependent on the presence or absence of ITI feedback and is unlikely attributable to a selective problem with memory encoding. These findings led Malapani et al. (2002) to attribute migration in PD patients to a

**Figure 11.2** Relative frequency distributions for a 21-s target duration plotted as a function of whether it was trained in conjunction with a 8-s target duration or by itself (21 only). The peak functions illustrate the accuracy and precision of duration reproduction in Parkinson’s disease (PD) patients ON and OFF their dopaminergic medication as a function of the multiple or single target duration training.
DA-dependent dysfunction of retrieving temporal memories. A different type of timing deficit was observed in the OFF-ON groups’ data from the test session. In this case, PD patients substantially overproduced both target durations. These data from the OFF-ON group contrast with the test session data from the OFF-OFF group, which clearly show strong migration. Apparently, restoring DA function during the test session improves the retrieval deficit (manifested as migration) and allows a second, clock slowing/encoding deficit associated with DA deficiency during the training session to be observed in a manner similar to what has been reported for adult attention-deficit disorder patients tested off of their dopaminergic therapy (Allman and Meck, 2012; Meck, 2003, 2005) or patients given chronic treatment with haloperidol, a DA receptor blocker (Lustig and Meck, 2005).

In addition to the magnitude and direction of errors in accuracy (e.g., leftward or rightward horizontal shifts in peak time – see Lustig and Meck, 2005; Malapani et al., 1998b; Meck, 2002a,b; Meck and Benson, 2002), DA-dependent distortions in storage and retrieval are also distinguishable by changes in the source and pattern of variability in treated and untreated PD patients (see Jones et al., 2011). Analysis of timing data precision showed that the PD-migration effects were associated with a violation of the scalar property of interval timing (Gibbon et al., 1997; Hinton and Rao, 2004; Rakitin et al., 1998). That is, the relative widths of the Gaussian-shaped P1 response distributions for the two target durations were systematically different from each other when responses are plotted in proportion to the maximal level of responding on a relative time scale – such that the 21 s function was sharper than the 8 s function as illustrated in Figure 11.3. Timing functions for multiple target durations would normally be expected to superimpose when plotted on a relative time scale as a result of scalar sources of variance dominating non-scalar (e.g., Possion) sources (see Cheng and Meck, 2007; Gibbon, 1992; Rakitin et al., 1998). Moreover, the coefficient of variation (CV) expressed as the standard deviation of timed responses expressed as a proportion of the obtained peak time should be constant (Gibbon et al., 1997), but was observed to be different for the two target durations in all PD groups tested OFF medication, replicating the previous findings of Malapani et al. (1998b). The storage deficit associated with the rightward shifts for both target durations, however, continued to reflect the scalar property of interval timing; that is, the standard deviation of response times increased in proportion to the magnitude of the timing errors (Malapani et al., 2002).

In summary, DA deficiency leading to dysfunction in the basal ganglia results in two separable temporal memory deficits (see Malapani and Rakitin, 2003; Shea-Brown et al., 2006). Distortions that occur while storing multiple
target durations result in overestimation of all intervals during subsequent reproduction. In contrast, retrieving the trace of two or more different target durations results in migration, a pattern of bidirectional errors such that reproductions of one of a pair of target durations are unusually close to the reproductions of the second. In addition to migration, DA-deficient retrieval is accompanied by a violation of the scalar property of interval timing, whereas with unidirectional shifts, the scalar property holds. It is important to note here that estimation of continuous attributes other than time (e.g., line length) is spared in PD in an analogous “encode/decode” paradigm (Malapani and Fairhurst, 2002). Moreover, patients with other kinds of brain damage, such as focal cerebellar lesions, do not show the temporal distortions seen in PD (Ivry, 1996; Malapani et al., 1998b, 2002). Taken together, this evidence strongly suggests that the basal ganglia and their cortical targets are an important aspect of the neural basis of interval timing in humans, and seem to involve both a slowing of “clock speed” and a “memory migration” component when PD patients are withdrawn from their dopaminergic medication (Buhusi and Meck, 2005; Fournet et al., 2000; Meck and Benson, 2002).

Migration in temporal memory has also been reported in healthy aged participants, when no further feedback or training is available. Although migration in normal aging appears similar to the migration observed in PD patients.
when tested OFF medication, there are distinguishable features between the effects attributable to normal age-related decline and those observed in PD patients (Lustig, 2003; Rakitin and Malapani, 2008; Wojtecki et al., 2011). First, the absolute size of the migration effect is usually smaller in healthy older participants than in older PD patients. Second, feedback typically eliminates the migration effect observed in older healthy individuals, but not in older PD patients. Third, the relation between the duration of the interval reproduced and the variability of that production more closely reflects Weber’s law for healthy older participants than for older PD patients. These differences suggest that at a minimum, the age-related deficit is less severe than the PD-related deficit, and can be alleviated with the presentation of feedback. On the other hand, the differences may imply an additional mechanism at play in PD that obviates the usefulness of feedback and adds a non-temporal related variability component (Rakitin and Malapani, 2008; Rakitin et al., 2005). Yet another difference between the two groups was that all PD patients tested OFF medication show migration, whereas the effect is considerably more variable among healthy aged participants. Aged participants, for example, can be divided into sub-groups that show: (a) rightward shifts for both durations, (b) migration towards the mean for both durations, or (c) non-systematic shifts for both durations consistent with random variation in veridical timekeeping (Rakitin et al., 2005). These data raise the possibility that the observation of the “migration effect” in apparently healthy older adults may be an early, sensitive measure of age-associated cognitive decline, further suggesting that interval-timing paradigms may be an important tool for early detection of PD (Jurkowski and Meck, 2003). This hypothesis can be further tested by administering aged participants levodopa or placebo treatments as a function of training and test sessions in the PI and other timing procedures (Rakitin et al., 2006).

The neural basis of the PD-migration effect and the other temporal-processing deficits exhibited by PD patients are still poorly understood. The “migration effect” has been reported to be more evident in left hemi-Parkinsonian patients (Koch et al., 2005) – a finding that supports the lateralization of interval timing to the right hemisphere (Ferrandez et al., 2003; Harrington et al., 1998a,b; Meck, 2005; Meck and Malapani, 2004; van Wassenhove et al., 2008). In addition to dopaminergic medication (e.g., L-dopa), timing deficits in PD are alleviated by repetitive transcranial magnetic stimulation (rTMS) of the right dorsolateral prefrontal cortex (DLPFC), suggesting that impaired evidence-accumulation and decision-making processes contribute to distortions in timing and time perception (Allman and Meck, 2012; Jones et al., 2011; Kim and Lee, 2011; Koch et al., 2003, 2004; Philiastides et al., 2011; Rahnev et al., 2011). Traditional accounts of timing and time perception have used a pacemaker-accumulator
### Table 11.1  
**Temporal migration effects in Parkinson’s disease.**

<table>
<thead>
<tr>
<th>PD migration studies</th>
<th>Reproduction durations</th>
<th>Train-Test DA replacement therapy conditions</th>
<th>Feedback conditions/notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dušek et al. (2012)</td>
<td>5, 5.95, 7.07, 8.41, 10, 11.89, 14.14, and 16.81 s</td>
<td>ON-OFF</td>
<td>No feedback</td>
</tr>
<tr>
<td>Gu et al. (2015)</td>
<td>7 s and 14 s</td>
<td>ON-OFF</td>
<td>25, 50, and 100% peak trials with ITI feedback</td>
</tr>
<tr>
<td>Gu et al. (2015)</td>
<td>7, 7.875, 9.625, 10.5, 11.375, 12.24, 13.125, and 14 s</td>
<td>ON-OFF</td>
<td>No feedback</td>
</tr>
<tr>
<td>Koch et al. (2004)</td>
<td>5 and 15 s</td>
<td>ON-OFF</td>
<td>No feedback – DBS and DA therapy</td>
</tr>
<tr>
<td>Koch et al. (2005)</td>
<td>5 and 15 s</td>
<td>ON-OFF</td>
<td>No feedback – left and right hemi-PD*</td>
</tr>
<tr>
<td>Koch et al. (2008)</td>
<td>500ms and 2 s</td>
<td>ON-OFF</td>
<td>No feedback**</td>
</tr>
<tr>
<td>Malapani et al. (1998b)</td>
<td>8 and 21 s, 21 s alone</td>
<td>ON-OFF</td>
<td>FT trials + 66% peak trials with ITI feedback during both ON and OFF</td>
</tr>
<tr>
<td>Malapani et al. (2002)</td>
<td>6 and 17 s</td>
<td>ON-ON; ON-OFF; OFF-ON; OFF-OFF</td>
<td>FT trials + 75% peak trials with ITI feedback during ON, no feedback during OFF</td>
</tr>
<tr>
<td>Wojtecki et al. (2012)</td>
<td>5 and 15 s</td>
<td>Controls vs PD OFF</td>
<td>No feedback – DBS frequency varied</td>
</tr>
</tbody>
</table>

DA = dopamine; DBS = deep brain stimulation; FT = fixed-time; ITI = intertrial interval; PD = Parkinson’s disease  
* Only left hemi-PD patients showed the full PD-migration effect. Right hemi-PD patients showed an overproduction for the “short” (5 s) duration (Koch et al., 2005).  
** Failed to see the full PD-migration effect when the “short” duration was in the milliseconds range (500ms) and the “long” duration was in the seconds range (2 s), although the 2-s duration did shift leftward (Koch et al., 2008).
model to explain how the internal clock might function (Gibbon et al., 1984; Shea-Brown et al., 2006; Treisman, 1963). These models have been replaced by more physiologically-realistic theories that rely on the coincidence-detection of cortical oscillations by striatal medium spiny neurons – referred to as the SBF model of interval timing (Agostino et al., 2011; Allman and Meck, 2012; Buhusi and Oprisan, 2013; Matell and Meck, 2004; Matell et al., 2003; Oprisan and Buhusi, 2011, 2013). According to the SBF model, thalamo-cortico-striatal circuits learn to detect specific durations by associating feedback with particular patterns of cortical oscillations. Interestingly, pathological alterations of neuronal oscillations have recently been implicated in the pathophysiology of PD symptoms (Brown, 2003; Brown et al., 2001; Eusebio et al., 2012; Hutchison et al., 2004; Timmermann et al., 2003, 2004). Importantly, a number of recent studies have demonstrated that timing deficits in PD are alleviated by deep brain stimulation of the subthalamic nucleus (Koch et al., 2004) with differential effects of stimulation frequency (Wojtecki et al., 2011). These findings support the importance of specific oscillatory processes in that stimulation of the subthalamic nucleus differentially modulates motor and timing functions depending on stimulation frequency (Timmermann et al., 2004; Wojtecki et al., 2006). A summary of the PD-migration effects described above is provided in Table 11.1.

4. Effects of Corrective Feedback on Interval Timing

In PI timing experiments there are generally two types of feedback given, FT trials that demonstrate the target duration and ITI histograms that inform participants of the relative accuracy and precision of responses made during the preceding peak trial (Malapani et al., 1998b, 2002; Lake and Meck, 2013; Lustig and Meck, 2005; Rakitin and Malapani, 2008; Rakitin et al., 1998, 2005). It can, thus, be postulated that corrective feedback has two components: (1) a memory component in which participants use the FT trial color change to update their memory of the target duration and (2) a threshold-setting component in which participants use the ITI histogram for purposes of correcting errors in start and stop times (see Church et al., 1994; MacDonald et al., 2012). Although one could argue that FT trials might also affect threshold setting, the findings from a number of experiments suggest that these two types of feedback have distinct effects on timing behavior (Lustig and Meck, 2005; Rakitin and Malapani, 2008; Rakitin et al., 1998).

Lustig and Meck (2005) investigated the effects of ITI feedback in the PI procedure (7- and 14-s target durations) as a function of the probability of feedback (25, 50, or 100%) and the blockade of DA receptors by haloperidol. Within
the 25% feedback condition the effect on peak time of the number of “trials since feedback” – which reflects the decay of feedback effects over time – was also investigated. The results showed an interaction between the feedback and drug conditions such that a proportional over-production of peak time was observed for the 7- and 14-s target durations under chronic haloperidol that increased as the probability of feedback was reduced as illustrated in Figure 11.4. Moreover, a trial-by-trial analysis demonstrated that reproduction of the target interval becomes later in time as feedback becomes more remote. This effect occurs for both control and drug treatment, but was exaggerated under haloperidol. This pattern of results raises some interesting questions about the mechanisms by which feedback has its effects, and the interactions of those effects with dopaminergic function. Feedback is often thought to have its impact by updating the representation of the target duration in memory (see discussions by Matell and Meck, 2004; Meck, 1996; Meck and Benson, 2001). That is, feedback serves to alert the participant that the amount of time they have associated with the target duration is incorrect, and on subsequent trials they should change the amount of time before responding in order to adjust for the discrepancy (Meck, 2002a,b). For example, in the current experiment, where DA receptor blockage and distance from feedback led to an overproduction of time, the ITI feedback would alert participants that they were waiting too long and that on the next trial they should respond earlier. Consequently, one possible explanation for the pattern of results found here is that the representation of the target duration and/or the corrective effects of feedback in working memory decay over time, and that this decay is exaggerated by the blockade of DA receptors. This interpretation would be consistent with previous findings that chronic haloperidol administration downregulates the D1 sub-type of DA receptors and impairs working memory (Castner et al., 2000), and that DA release is important for the correction effects of feedback observed in many tasks (e.g., Schultz, 1998; Schultz and Dickinson, 2000 – but see Kim et al., 2014).

Another possibility is that both feedback and haloperidol had direct effects on the clock stage given that DA antagonists such as haloperidol have been shown to decrease “global” clock speed during the timing of all trials in the PI procedure (e.g., Buhusi and Meck, 2002; MacDonald and Meck, 2005, 2006; Meck, 1986; Lake and Meck, 2013; Williamson et al., 2008). As a consequence, the dynamic and proportional rightward shifts observed as a function of the number of “trials since feedback” can be viewed as “local” effects on clock speed if one assumes that the clock slows down as the DA-releasing effects of feedback wear off and is temporarily speeded up again when feedback is delivered (e.g., Allman and Meck, 2012; Kawashima et al., 2012; Koepp et al., 1998; Matell and Meck, 2004). This proposal doesn't distinguish between positive
and negative feedback and assumes that the information provided by the ITI feedback is equally “stimulating” (at least in healthy participants) regardless of whether it indicates that they are doing well or have made an error. It is, of course, possible to separate these effects under conditions where participants make numerous errors (i.e., do not place their responses within the bracketed window displayed in the ITI histogram), but in practice young control participants do not make many errors of this sort even under the 25% feedback
condition. It’s interesting to note that when aged participants are tested without feedback following an initial training session with feedback, there is a migration effect regardless of the type and amount of feedback given during training. Moreover, it was observed that false and inconsistent feedback induces migration in the elderly of an order of magnitude similar to the pd-migration effect (Rakitin and Malapani, 2008; Rakitin et al., 2005).

Importantly, PD patients evaluated ON and OFF their dopaminergic medication using the same ITI feedback probabilities (25, 50, and 100%) and target durations (7 and 14 s) as Lustig and Meck (2005) showed effects different from young participants evaluated under haloperidol. When age-matched controls were trained with 7- and 14-s target durations, they showed a tendency to shift rightward as ITI feedback became more infrequent. In contrast, PD patients in both the ON and OFF medication states showed a “migration effect” that increased as ITI feedback became more infrequent such that the 7-s target duration was over-produced and the 14-s target duration was under-produced. This “migration effect” however, was substantially larger in the PD-OFF medication state than in the PD-ON medication state (in which significant migration was only observed for the 25 and 50% ITI conditions) as illustrated in Figure 11.5. Relating these effects to clock speed, memory encoding/decoding, and error processing presents an interesting challenge to understanding the cognitive deficits associated with PD and DA depletion (see Nagano-Saito Atsuko et al. 2008).

5 Mismatch Theory and the Error-Related Negativity

Error processing reflects the brain’s ability to detect and adjust to incorrect behaviors (e.g., Falkenstein et al., 2000). Initially, investigators hypothesized that error processing involved a comparison between a participant’s actual response and the representation of the correct response stored in memory (e.g., Nieuwenhuis et al., 2002). Studies investigating this “mismatch theory” found an electrophysiological component of error processing, the error-related negativity (ERN; Falkenstein et al., 2000; Herrmann et al., 2004; Holroyd and Coles, 2002; Nieuwenhuis et al., 2002). The ERN is a negative shift in the recorded electroencephalogram (EEG) believed to be the unconscious aspect of error processing and appears approximately 80ms following an error (Holroyd and Coles, 2002). The ERN is typically measured at the peak height of the negative deflection.

According to the initial mismatch theory of error processing, the ERN follows an error in order to represent the error as a difference between the actual response and the correct response. For correct responses, little if any
difference should exist between the actual response and the correct response. Thus, the ERN should appear following *errors only*, but not correct responses. However, experimental evidence has shown that a comparatively less negative ERN followed correct responses in addition to the ERN that followed errors (Herrmann et al., 2004). The ERN following correct responses refuted the initial mismatch theory, and a refined version of the theory was developed to explain the presence of the ERN following both correct and incorrect responses. The refined mismatch theory combines the ERN with a reinforcement-learning algorithm referred to as the “method of temporal differences,” which relies upon the mesencephalic DA system for updating (Holroyd and Coles, 2002). According to the refined mismatch theory, the ERN should occur when the mesencephalic DA system produces a negative reinforcement signal (less DA release following an error than during baseline) to the anterior cingulate cortex (ACC), the region of the brain believed to generate the ERN (Nieuwenhuis et al., 2002; San Martín, 2012). This negative reinforcement signal represents the DA system’s response to negative feedback when an error is made. Negative feedback occurs when the participant is notified that he/she made an error;
however, even in the absence of explicit information, it is possible that the DA system can still transmit negative feedback following the error. Specifically, in a task that involves judging different signal durations, for example, the range and other statistics defining the distribution of signal durations might become stored in the participant’s reference memory and, thus, provide internal feedback. This type of feedback is also thought to depend on the levels of DA in cortico-striatal circuits (Buhusi and Meck, 2005; Cools et al., 2002; de Vries et al., 2010; Nieuwenhuis et al., 2004; Wise, 2004).

5.1 **Dopamine Effects on the Error-Related Negativity**

After an error occurs, the ACC detects the extent to which DA levels decrease, and accordingly, the amplitude of the ERN depends on *how much* the actual response differs from the correct response (Holroyd and Coles, 2002). The ERN amplitude for correct responses reflects the smallest possible difference between the actual response and the correct response, and the ERN of an error is expected to have a more-negative amplitude than the ERN of a correct response. The refined mismatch theory thereby accounts for the less negative ERN found after correct responses by proposing that the ERN amplitude is regulated by the amount of DA released in specific pathways. The amount of DA released by the mesocortical and nigrostriatal pathways also depends on biological factors. Natural degeneration of the mesocortical and nigrostriatal pathways occurs as healthy adults age (Fearnley and Lees, 1991; Rubin, 1999) and severe degeneration of the mesocortical and nigrostriatal pathways occurs as a result of PD. Thus, the presumed reduction in DA in these groups should result in a lowered response to negative feedback. To test these predictions concerning the effects of DA level on error processing, past studies of the ERN compared healthy young adults to healthy aged adults (Kolev et al., 2005) or healthy aged adults to PD patients (Holroyd et al., 2002; Ito and Kitagawa, 2006) by comparing correct responses with errors and by comparing the ERN amplitude for errors across groups.

5.2 **Age Effects on the Error-Related Negativity**

Kolev et al. (2005) used a choice reaction time task to examine differences in error processing due to age and found that the ERN amplitude was less negative in correct responses compared to incorrect responses for both young and aged adults, as consistent with studies of the initial mismatch theory (Herrmann et al., 2004). In a comparison between groups, however, the ERN amplitude was more negative in young adults compared to aged adults. These results were interpreted as support for the refined mismatch theory because age is expected to decrease DA levels. The more negative ERN amplitude in
young adults was also interpreted to indicate that error detection is impaired by age (Kolev et al., 2005).

5.3  *Parkinson’s Disease Effects on the Error-Related Negativity*

Holroyd et al. (2002) tested aged adults and PD patients OFF dopaminergic medication using a choice reaction time task and found that the ERN amplitude was similar across aged adults and PD patients. The ERN amplitude of correct responses was not directly compared to incorrect responses within each group. Instead, the ERN of correct responses was subtracted from the ERN of incorrect responses for comparisons between groups. Because the ERN was still present after the subtraction, the ERN amplitude of correct responses was assumed to be less negative than the ERN amplitude of incorrect responses. The similar ERN amplitude across aged adults and PD patients tested OFF medication was interpreted to indicate that PD did not reliably impair error detection (Holroyd et al., 2002). In contrast, Ito and Kitagawa (2006) tested aged adults and PD patients ON dopaminergic medication using a lexical decision task and found that the ERN amplitude was less negative in correct responses compared to incorrect responses for both aged adults and PD patients, as consistent with studies of the initial mismatch theory. Between groups, the ERN amplitude was more negative in aged adults compared to PD patients. These results were interpreted to support the refined mismatch theory even though dopaminergic medication is thought to increase DA levels in PD patients and make them more similar to age-matched controls. The more negative ERN amplitude in aged adults was also interpreted to show that PD impaired error detection (Ito and Kitagawa, 2006). As a consequence, it is still an open question as to the relationship between error processing, DA levels, and the ON and OFF medication states of PD.

6.  *Affective-processing Hypothesis of the Error-Related Positivity*

The error positivity (Pe) is a positive deflection in the EEG believed to be the conscious component of error processing (Overbeek et al., 2005). The Pe appears approximately 200–500ms following an error and is measured at the peak height of the positive deflection (Falkenstein et al., 2000, 2005). According to the affective processing hypothesis of error processing, the Pe reflects post-error processing in the form of subjective/emotional assessment (Falkenstein et al., 2000) and is independent of the ERN (Overbeek et al., 2005). The amplitude of the Pe is believed to indicate the emotional
significance of an error (Falkenstein et al., 2000). A study of the affective processing hypothesis compared participants who made numerous errors with participants who made relatively few errors and found that the amplitude of the Pe was more positive in participants who made few errors compared to participants who made many errors. The results were interpreted to support the affective processing hypothesis because errors were assumed to have less emotional significance for participants who made many errors compared to participants who made few errors – although the Pe has not been investigated following correct responses (Falkenstein et al., 2000).

The Pe follows the ern in time, but is considered independent of the ern because the Pe and ern are generated by different areas of the ACC. The ern appears in the medial prefrontal region of the ACC while the Pe appears in a more rostral region of the ACC (Herrmann et al., 2004). Also, unlike the ern, the Pe is not present in all errors. For example, Ehlis et al. (2005) tested the affective processing hypothesis using a negative response feedback task, in which participants were sometimes told that they responded incorrectly when they actually responded correctly (false feedback). This study found that the Pe was present following incorrect responses but was not present following negative response feedback, possibly because participants expressed certainty that they had responded correctly. The assumed independence of the Pe from the ern is also supported by evidence that the DA system does not appear to affect the Pe. Falkenstein et al. (2005) found that the Pe was similar in healthy aged adults compared to PD patients evaluated OFF dopaminergic medication even though PD reduces DA levels beyond the effects of normal aging. Moreover, Ito and Kitagawa (2006) found that the Pe amplitude was more positive in healthy aged adults compared to PD patients tested ON dopaminergic medication, even though medication is thought to increase DA levels in relevant brain circuits in PD patients. Although the ern and Pe have been studied in lexical decision (Kolev et al., 2005), choice reaction time (Ito and Kitagawa, 2006), and negative feedback tasks (Ehlis et al., 2005), no previous research has investigated the ern and the Pe using temporal ordinal comparison tasks (e.g., Coull et al., 2004; Harrington et al., 2010; Rao et al., 2001; Van Rijn et al., 2011 – see also Larson and Clayson, 2011).

Effects of Dopamine-related Error Processing on Interval Timing

Like all errors, errors associated with interval timing should be followed by an error-correction signal from the DA system. This error correction signal
represents the DA system’s response to negative feedback. Even in the case where no feedback follows correct or incorrect responses, the ERN may still occur in situations where the experimental design allows for storage of the relevant stimuli in reference memory (see Cicchini et al., 2012). Consequently, when participants are trained to compare two sequentially presented signal durations in order to determine which signal is longer (Coull et al., 2004, 2012, 2013) the base durations are likely encoded during the early training trials and stored in the participant’s reference memory for the rest of the session (Lustig and Meck, 2005; Matell and Meck, 2004). Thus, the cortico-striatal circuits may provide a form of “endogenous” feedback by comparing the current clock reading with previous durations stored in temporal memory and subsequently generate an ERN when judgments/responses do not match with those values previously stored in memory – this despite the fact that the judgment could have been made based upon the information presented within the current trial (Galea et al., 2012; Gu and Meck, 2011). The use of this type of statistical analysis of previous trials in the control of timing behavior on the current trial provides strong support for models based Bayesian decision theory (Körding and Wolpert, 2006).

In an unpublished study, we examined the effects of PD and dopaminergic medication on interval timing and error processing using an ordinal comparison procedure with hue and duration stimulus dimensions (Chen, 2007; see also Coull et al., 2004, 2012, 2013; Gu and Meck, 2011; Harrington et al., 2010). Psychophysical and EEG/ERP data were collected in PD patients ON and OFF dopaminergic medication. Based on previous studies of the ERN, the ERN was hypothesized to be present following both correct and incorrect responses, with a less negative ERN amplitude predicted for correct responses compared to incorrect responses (Beste et al., 2006, 2007; Falkenstein et al., 2005). Based on the refined mismatch theory, participants with increased DA levels were hypothesized to show higher ERN amplitudes. Thus, PD patients tested ON medication were hypothesized to show more negative ERN amplitudes compared to PD patients tested OFF medication. As predicted, we observed a reliable diminution in the ERN for PD patients tested OFF their dopaminergic medication compared to when these same patients were tested ON medication. In contrast, there were no consistent changes in the Pe as a function of dopaminergic medication in PD patients as illustrated in Figure 11.6. These results confirm the previous findings of Falkenstein et al. (2001, 2005) and support the view that deficient error processing may underlie the distortions in temporal memory observed in the PD-migration effects reviewed above.
Subjective time can be affected by various factors, including memory load and temporal context (Buhusi and Meck, 2005, 2009a,b; Buhusi et al., 2002; Grondin, 2005; Jazayeri and Shadlen, 2010; Merchant et al., 2008b). For example, when participants are presented with a range of signal durations and are then asked...
to reproduce those durations they tend to bias their reproductions towards the mean of the distribution of signal durations by overestimating “short” durations and underestimating “long” durations – a relationship known as Vierordt’s law (Gu and Meck, 2011; Lejeune and Wearden, 2009; Mamassian and Landy, 2010). Furthermore, when auditory and visual signals are intermixed within a session, participants frequently overestimate auditory signals and underestimate visual signals of equivalent duration (Cheng et al., 2008, 2011; Penney et al., 2000, 2005). The range and modality of experienced signal durations are known to contribute to distortions in time estimation. Moreover, both of these phenomena have been hypothesized to be related to “memory-mixing” whereby similar clock readings are categorized into a limited number of memory distributions with the decision process involving a comparison of the current clock reading with a sample taken from each of these distributions (Gamache and Grondin, 2010; Gu and Kukreja, 2011; Gu and Meck, 2011; Klapproth, 2009; Lustig and Meck, 2011; Penney et al., 1998, 2008). For example, if auditory signals drive the internal clock faster (on average) than visual signals and memory distributions for a particular target duration are a mixture of these “shorter” visual and “longer” auditory clock readings, then auditory signals will have an increased probability of being judged “long” relative to visual signals of an equivalent physical duration. Alternatively, “memory-mixing” can occur when different standard durations used within the same temporal context (e.g., test session) are combined into a single memory distribution, rather than separate memory distributions being maintained for each standard. As a consequence of the temporal context, “memory-mixing” can produce distortions in scaling of duration that are consistent with Vierordt’s law and may be modifiable by training conditions (e.g., blocking of different standards or signal modalities and/or by providing feedback in order to encourage the formation of separate rather than mixed-memory distributions). This sort of “memory-mixing” is distinct from the time-order error, which refers to the influence of the order of presentation on the comparison of successively presented stimuli (see Allan, 1979; Brown et al., 2005; Eisler et al., 2008; Grondin, 2010). As described above, the mixing of unimodal stimuli in memory as a function of temporal context is consistent with Vierordt’s law (Gu and Meck, 2011; Hairston and Nagarajan, 2007; Lejeune and Wearden, 2009; Mamassian and Landy, 2010), and the tendency for overestimating shorter durations and underestimating longer durations is one of the most robust temporal phenomena exhibited under a variety of conditions (Gu and Meck, 2011; Jazayeri and Shadlen, 2010; Lejeune and Wearden, 2009). However, the exact mechanism underlying this “memory-mixing” effect and whether it can account for all of the PD-migration effects observed in the “encode/decode” paradigm is currently unknown.
A recent series of investigations of temporal context has shown that a Bayesian model can explain the biased performance of participants when they are asked to reproduce or compare a recently presented signal duration (Cicchini et al., 2012; Gu and Meck, 2011; Jazayeri and Shadlen, 2010). This model incorporates the knowledge of the distribution of previous signal durations into the perception of the current signal duration, thus biasing the reproduction of the current interval towards the mean of the distribution. In this model, it is hypothesized that a tradeoff exists between accuracy and precision such that the distribution of signal durations (i.e., temporal context) is used to optimize performance by reducing temporal uncertainty at the cost of temporal accuracy. In this case, the implicit knowledge of the underlying distribution from which a sample is drawn would be useful when the current clock reading is uncertain due to the effects of noise and/or inattention, such as that which may result from dopaminergic drug administration (e.g., Lake and Meck, 2013) and/or neurological conditions that may affect dopaminergic function such as attention deficit hyperactivity disorder, Huntington's disease, PD, or obsessive compulsive disorder (e.g., Allman and Meck, 2012; Beste et al., 2007; Conners et al., 1996; Gu and Kukreja, 2011; Gu et al., 2008, 2011; Levin et al., 1996, 1998; Meck, 2005). This explains how the intermixing of a previous trial's signal durations with the perception of the current trial's signal duration could bias performance. Under certain conditions, however, this statistical analysis can provide an efficient strategy for reducing variability in the presence of high levels of uncertainty or noise (Cain et al., 2012; De Ridder et al., 2012). At present, this hypothesis is mainly supported by computer simulation rather than experimental results from behavioral or neurobiological studies.

Although the “memory-mixing” effect that we have described is highly reliable, large individual differences have been reported (Gu and Meck, 2011). Interestingly, healthy adult participants with a relatively high degree of “memory-mixing” display relatively low variation in the reaction times for their response classifications, whereas the opposite is true for participants with a low degree of “memory-mixing.” Indeed, the “memory-mixing” index was negatively correlated with the observed variability in reaction time across participants. Although it is uncertain why variability in reaction time should be related to the level of “memory-mixing,” one possibility is that participants who pay less attention to feedback utilize a more automatic and less variable process of sampling from a “mixed memory” distribution rather than engaging the more variable process of maintaining separate distributions under conditions of high temporal uncertainty (Gu and Meck, 2011). The observation of reliable individual differences in “memory-mixing” begs the question as to whether it is possible to increase or decrease the degree of “memory-mixing.”
by experimental manipulation. One can assume that if the degree of attention given to the encoding of the standard duration contributes to variation in the degree of “memory-mixing,” then it would be possible to systematically alter the degree of “memory-mixing.” Reward cues have been shown to increase the encoding of information through the activation of mesolimbic DA systems (Adcock et al., 2006; Koepp et al., 1998) and feedback tied to this dopaminergic system has shown to improve the accuracy and precision of timing functions (Coull et al., 2011, 2012, 2013; Lustig and Meck, 2005; Malapani et al., 1998b; Meck, 2005). The assumption is that this feedback aids in the formation of modality-specific or standard-duration specific memory representations within the context of the psychophysical procedures described above. In order to determine whether feedback can affect the degree of “memory-mixing,” participants were presented the word “WRONG” on the computer screen along with an aversive buzzer sound when they made an incorrect response and presented the word “CORRECT” along with a pleasant bell sound when they made a correct response. Following the implementation of this feedback procedure, some participants showed a dramatically reduced “memory-mixing” effect in ordinal comparison procedures (Gu and Meck, 2011). It will be necessary to conduct additional studies in order to determine the most reliable and effective form of feedback (e.g., valence and intensity) for the modulation of “memory-mixing” as a function of development (Allman et al., 2012; Droit-Volet and Meck, 2007) and different patient populations (Allman and Meck, 2012; Gu et al., 2008, 2011).

9 Bayesian Models of Interval Timing

Previous work has shown that participants readily adjust to the underlying statistics involving the distributions of event durations in order to optimize the accuracy of their timed responses. This behavior is consistent with the development of a representation of the experimentally presented distribution of signal durations (the prior) and the calculation of the error (loss function) as predicted by Bayesian integration (Acerbi et al., 2012; Miyazaki et al., 2005). Within the Bayesian framework, the responses of an ideal observer depend on the manner in which these internal representations encode the complexity of the underlying distributions of signal durations (e.g., uniform to highly skewed or bimodal distributions). It has recently been shown that duration reproduction times are affected by both the underlying distribution of signal durations as well as the type and probability of corrective feedback (Acerbi et al., 2012; Sohn and Lee, 2013) – although the tracking of the distribution becomes more
difficult with higher-order statistical features (e.g., kurtosis and multimodality). Overall, these findings are in good agreement with a performance-optimizing Bayesian observer and actor model of decision-making suggesting that humans and other animals are sensitive to the temporal statistics of virtually all of the information presented within a specific temporal context. This statistical information influences the determination of temporal judgments even in cases where the current trial may simply require the reproduction of a signal duration that was presented to the participant just moments before the “go” signal to respond on the current trial (Acerbi et al., 2012; Cicchini et al., 2012; Jazayeri and Shadlen, 2010). Moreover, a Bayesian observer model, in which the subjective duration of an event is determined jointly by a prior and a likelihood function for timing, captures the temporal dynamics of accuracy and precision in a manner suggesting that the width of the prior, not the likelihoods, gradually decreases over training sessions, again indicating the relevance of prior knowledge for interval timing (Sohn and Lee, 2013).

Based on these prior arguments, a Bayesian-inspired model was used to simulate duration reproductions in the PI procedure using 7- and 14-s target durations (Lustig and Meck, 2005) as well as 8- and 21-s target durations (Malapani et al., 1998b) as illustrated in Figure 11.7 and Table 11.2. The model is designed to reduce reproduction errors under conditions where the time base is noisy as a result of a slowing in the mean clock speed and increased variability in its regulation – possibly as a result of DA deficiency and/or reduction in feedback. This is done by incorporating an adaptable central tendency prior as a probability density function centered at the mean of the distribution of target durations presented within all session blocks using the mean and standard deviation in the manner of Cicchini et al. (2012). The model did not associate different target durations with different discriminative stimuli because this feature was not present in the experimental procedures used for any of the PI data sets under study (e.g., Lustig and Meck, 2005; Malapani et al., 1998b, 2002; Rakitin et al., 1998, 2005). In this sense, the current model is a simplified version of the Bayesian least squares model used by Jazayeri and Shadlen (2010) and doesn’t assume that all information is stored from previous trials and used to determine the prior even though this level of detail has been used in previous descriptions of interval timing (see Gibbon and Church, 1984, 1990, 1992).

Following Cicchini et al. (2012), we simulated the Bayesian model of estimated durations by incorporating information of previous target durations used within the same temporal context and a measurement of current trial’s target duration. In this Bayesian model, the estimation of the current duration corresponds with the posterior distribution and this was calculated by combining the likelihood and prior functions, which represent the sensory
measurement of the current target duration and the memory distribution of the previous target durations, respectively. The likelihood function was modeled as a Gaussian distribution with mean $T_s$ (current target duration) and standard deviation (s.d.) $W_m T_s$ – the measurement Weber fraction ($W_m$) multiplied by the target duration ($T_s$). According to these assumptions, increased variation will be correlated with the target duration(s), which corresponds to the scalar property of interval timing (Gibbon et al., 1984; Jazayeri and Shadlen, 2010). In addition, the $W_m$ values for the PD-ON and PD-OFF medication states were set 0.1 and 0.3, respectively, in order to represent the increased noise observed in sensory measurement and/or uncertainty as a function of DA depletion.

The prior function was defined as a Gaussian distribution centered at the mean of the previous target duration(s), and the s.d. (width) for each target duration was calculated to optimize performance considering precision and accuracy. In other words, the optimal s.d. of the prior was set to minimize the

**Figure 11.7** Bayesian simulations of 7- and 14-s target durations in the peak-interval procedure for Parkinson’s disease (PD) patients tested ON and OFF dopaminergic medication. Weber fractions for sensory measurement ($W_m$) were set as 0.1 in PD-ON medication state and 0.3 in PD-OFF medication state. Simulation of 200,000 trials demonstrates veridical timing (i.e., response functions centered on the target durations) in the PD-ON medication state and a high degree of migration (i.e., overestimation of the shorter duration and underestimation of the longer duration – Vierordt’s law) for the 7- and 14-s target durations in the PD-OFF medication state (left panel). Scaled distribution functions, i.e., proportion of maximal responding plotted on a relative time scale (right panel), show that the estimations of 7- and 14-s target durations superimpose on top of each other in the PD-ON medication state. In contrast, the response function for the 14-s target duration shows a narrower dispersion compared to the response function for the 7-s target duration in the PD-OFF medication state, indicating a violation of scalar property of interval timing (see Hinton and Rao, 2004; Malapani et al., 1998; Rakitin et al., 1998).
mean squared error (MSE), which is equal to the sum of the variance and the squared bias of the estimated target duration. In terms of these calculations, the width of the prior gets narrower as the value of WmTs get larger. For example, the 14-s target duration in the PD-OFF medication state (TsWm = 14*0.3 = 4.2; prior width = 2.62) has a much narrower prior width compared to the 7-s target duration in PD-ON medication state (TsWm = 7*0.1 = 0.7; prior width = 4.9). In addition, if the temporal difference between the target durations gets smaller, the prior width also gets narrower. Therefore, the function for 7- and 14-s target durations will be more affected by their prior compared to that of 8- and 21-s target durations. The narrower width (s.d.) of the prior in those cases may indicate that the duration estimation relies more on the memory distribution of previous target durations compared to the sensory measurement of the current target duration. By relying more on the memory of previous target durations, performance will result in lower accuracy (biased toward the mean), but higher precision in the reproduced duration than would otherwise be possible given the level of uncertainly in the DA-depleted, PD-OFF medication state.

Table 11.2 Bayesian model predictions for peak-interval measurements.

<table>
<thead>
<tr>
<th>Measurement (Wm_ON = 0.1; Wm_OFF = 0.3)</th>
<th>Reproduction (Fixed Wp = 0.1)</th>
<th>Reproduction (Wp_ON = 0.1; Wp_OFF = 0.3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7 and 14 s</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ON (7 s)</td>
<td>Peak 7.07, CV: 0.10</td>
<td>Peak 7.07, CV: 0.14</td>
</tr>
<tr>
<td>ON (14 s)</td>
<td>13.89, CV: 0.10</td>
<td>13.38, CV: 0.14</td>
</tr>
<tr>
<td>OFF (7 s)</td>
<td>7.58, CV: 0.25</td>
<td>7.58, CV: 0.27</td>
</tr>
<tr>
<td>OFF (14 s)</td>
<td>11.62, CV: 0.19</td>
<td>11.36, CV: 0.22</td>
</tr>
<tr>
<td>8 and 21 s</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ON (8 s)</td>
<td>8.08, CV: 0.10</td>
<td>8.08, CV: 0.14</td>
</tr>
<tr>
<td>ON (21 s)</td>
<td>20.61, CV: 0.10</td>
<td>20.61, CV: 0.14</td>
</tr>
<tr>
<td>OFF (8 s)</td>
<td>8.48, CV: 0.27</td>
<td>8.08, CV: 0.29</td>
</tr>
<tr>
<td>OFF (21 s)</td>
<td>17.78, CV: 0.26</td>
<td>17.78, CV: 0.28</td>
</tr>
</tbody>
</table>

Peak = peak time – mode of timing functions obtained from the peak-interval procedure with 7- and 14-s target durations or 8- and 21-s target durations for Parkinson’s disease patients tested ON and OFF dopaminergic medication. CV = coefficient of variation – defined as the ratio of the standard deviation of the peak functions to the mean of the function as represented by the obtained peak time. Wm = Weber fraction for the measurement phase of timing. Wp = Weber fraction for the production phase of timing.
These estimated likelihood and prior functions were combined to determine the posterior function which corresponds to the distribution of estimated durations according to the Bayes’ rule (Cicchini et al., 2012; Sohn and Lee, 2013). Simulation of 200,000 trials using 7- and 14-s target durations from the calculated posterior in PD-ON/OFF medication states according to the methods described by Gu et al. (2015) shows that the degree of migration toward the mean was increased in the PD-OFF medication state as illustrated in Figure 11.7. The estimated peak times for the two target durations were 7.07 and 13.89 s in the PD-ON medication state, and 7.58 and 11.62 s in the PD-OFF medication state – showing nearly veridical timing in the ON state and the “PD migration” effect in the OFF medication state. In addition to the migration of peak times, the cvs for the two target durations were reliably different from each other in PD-OFF medication state (0.25 for 7 s and 0.19 for 14 s) – more similar to counting than timing processes and a clear violation of the scalar property of interval timing (Hinton and Rao, 2004; Malapani et al., 1998b; Rakitin et al., 1998). In contrast, the cv’s were observed to be constant around 0.1 for both the 7- and 14-s target durations in the in PD-ON medication state. Given the high levels of uncertainty in sensory measurement due, in part, to a slowed clock in the PD-OFF medication state, participants rely more on the previous target durations when making temporal judgments. By doing so, the variation in duration estimation is reduced at the cost of estimation biases – especially at longer target durations. Consequently, the violation of the scalar property of interval timing shown in the current Bayesian-model simulations is best understood as the by-product of incorporating prior information into the sensory measurement (Acerbi et al., 2012; Cicchini et al., 2012; Jazayeri and Shadlen, 2010; Shi et al., 2013).

The results of our simulations indicate a pattern of responding compatible with the observed PD-migration effects (e.g., Malapani et al., 1998b, 2002; Rakitin et al., 2005, 2008) as well as Vierordt’s law (Gu and Meck, 2011; Lejeune and Wearden, 2009). The extent of the observed migration effect varied as a function of a parameter estimate of temporal precision, which can be related to the severity of DA depletion in normal aging and PD-ON/OFF medication states and/or the amount and type of feedback provided for responding (Frank, 2005; Lustig and Meck, 2005; Pessiglione et al., 2006; Volkow et al., 1998). As a consequence, this estimate of temporal precision can be viewed as similar to the differences observed for modality (auditory vs. visual) and musical training (controls vs. percussionists vs. strings) in the Bayesian-model simulations reported by Cicchini et al. (2012). These results suggest that drummers may be particularly sensitive to distortions in timing and time perception associated with PD and other types of basal ganglia dysfunction (Bilger, 2011). This Bayesian account is consistent with
recent proposals suggesting that DA levels modulate the reliability and precision of sensory information. As a consequence, PD patients trained or tested in the OFF medication state have low DA levels and are therefore less confident about incoming sensory information and more reliant on top-down predictions (Galea et al., 2012). The major conclusion is that the underlying Bayesian likelihood function combined with a prior representing the distribution of target durations can be used to account for the migration effects observed as a function of normal aging and PD. Moreover, assuming that variability in measurement and production (e.g., clock and motor variability) increases in the PD-OFF medication condition, produces not only migration, but also a violation of the scalar property consistent with the observations from PD patients tested ON and OFF their DA replacement therapy (Malapani et al., 1998b, 2002).

10 Summary

Since the PD-migration effect was first identified by Malapani and colleagues (Malapani et al., 1998b), we now know that this phenomenon is the result of a DA-dependent dysfunction of retrieving temporal memories as opposed to a problem with encoding (Malapani et al., 2002). Moreover, although migration is observed in healthy older adults, it is of a smaller magnitude and shows a different pattern of variability in that the scalar property of interval timing is not violated as it is in PD patients taken off of their DA replacement therapy (Rakitin et al., 2005; Rakitin and Malapani, 2008). We also know that the PD-migration effect may be lateralized to the right hemisphere (Koch et al., 2005) and that deep brain stimulation of the sub-thalamic nucleus can reduce or increase these effects depending upon the frequency (and perhaps area) of stimulation (Koch et al., 2004; Wojtecki et al., 2011). Moreover, the size of PD-migration effect is modulated both by feedback and exogenously administered drugs thought to increase the effective level of DA – suggesting a common mechanism for these effects in terms of error processing and temporal precision (Gu et al., 2015). Taken together, these findings are accounted for using a Bayesian model that assumes that increases in temporal uncertainty associated with PD are compensated for by combining the memories from multiple durations in order to be more accurate in the mean of the interval(s) being timed rather than trying to identify the specific target durations that form the distribution (Gu and Meck, 2011, 2013; Shi et al., 2013; also see Cicchini et al., 2012; Griffiths et al., 2008; Knill and Pouget, 2004). In this manner DA-deficient individuals are able to optimize performance by reducing temporal uncertainty at the cost of temporal accuracy – thus,
demonstrating the types of temporal distortions presented in clinical situations involving the psychopathological mind (e.g., Allman and Meck, 2012; Allman et al., 2012, 2014a,b).
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