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Abstract

The growing use of artificial intelligence (AI) in peace processes challenges the ways in which mediators conventionally generate and use knowledge to facilitate a convergence of conflict party positions. Mediators are increasingly unable to maintain their role as information brokers without the support of automated information gathering and analysis systems. However, the effectiveness of such AI-tools is likewise hampered by their limited autonomy across peacemaking contexts, by the paradigmatic nature of knowledge that is used to design AI-systems, and the influence of subjective factors that are difficult to measure. These challenges may be overcome by hybrid human-machine systems in support of peacemaking. This article formulates a research agenda for hybrid peacemaking intelligence that is concerned with the increasing interdependence of humans and machines. It suggests studying how agency is distributed in mediator-machine networks, the hermeneutics of machine-supported participatory approaches, and how hybrid arrangements change power relations in peacemaking.
Keywords

peace mediation – artificial intelligence – conflict analysis – knowledge production – inclusion

Artificial Intelligence (AI) is a growing topic of concern for the practice and research of peace mediation. Commonly described as a ‘human-centered’ field, in which technologies play a subordinate role, contemporary third-party efforts to support the resolution of armed conflict are affected by AI in various ways. Intelligent machines influence how conflict stakeholders relate to each other, for instance, through algorithmically mediated social media platforms, and are proactively used by conflict parties to manipulate and spread information. Mediators increasingly recognize the potential of AI systems for analysis of the large amounts of data produced in the course of peace processes, not least due to the trend to enhance participation in peacemaking through digital means. Yet, the topic of AI has been scarcely explored in research on peace mediation, with the exception of a few noteworthy policy- and practice-oriented contributions (UN Innovation Cell 2018; Höhne 2019; Jenny et al. 2018; Wählisch 2020). In fact, intelligence in general, not only the artificial type, has remained a fringe topic in peacemaking research. This is surprising, given the relevance of intelligence for a diversity of other topics in mediation research that are concerned with the production of information, knowledge and expertise for peace mediation (Rauchhaus 2006; Convergne 2016).

This article reflects on how the increasing use of AI in armed conflicts and peace processes should change our understanding of, and research on, knowledge production for peacemaking. Innovations in AI hold the promise that the production of knowledge necessary for peace mediation – for instance about the conflict parties’ positions, perception or beliefs, or options for conflict resolution – may be automated with the help of intelligent machines, with varying degrees of autonomy and human supervision. I suggest that AI

---

2 A notable exception is Nathan’s (2014) exploration of the ‘intelligence requirement’ for UN mediation efforts, which focuses largely on aspects of gathering and analyzing information for mediators. Nathan views peacemaking intelligence similarly to military intelligence, focusing on the use of information available in the public domain. His discussion may at first seem far-fetched from the topic of this article. However, as I will demonstrate, all types of intelligence are closely dependent on the availability of relevant information and knowledge.

3 The scope of this article is limited to a discussion of AI relevant for the processing of information with the aim of producing peacemaking-relevant knowledge. This means that other applications of AI, such as for robotics, will not be covered in this article.
should be thought of as forming part of hybrid peacemaking systems, combining the strengths of human and machine intelligence, in efforts to produce knowledge that can facilitate convergence between conflict parties’ positions. This article discusses how such hybrid peacemaking intelligence may enable new forms of reflexivity that encourage conflict parties to seek a shared understanding of the conflict. Yet, we must also be concerned with how agency is distributed in such systems, and their powerful effects on peacemaking efforts and outcomes.

The field of AI is concerned with how intelligent machines “can compute how to act effectively and safely in a wide variety of novel situations,” as Russell et al. (2016: 29) put it. In the words of Bryson and Theodorou (2019: 306), intelligent machines have agency in the sense that they can take “actions” based on “perceptions” with the help of computation. It is important to note that understandings of AI vary. Some define it in terms of its ability to “think” and “act” like humans, while others prefer abstract criteria of rationality, measuring a machine’s ability to make correct inferences and “do the right thing” (Russell et al. 2016: 31–37), such as drawing sound conclusions, making suitable recommendations, or correctly identifying objects. However, there is little disagreement about the fact that AI systems obtain their intelligence through algorithms, that is, sets of instructions that define a pathway of steps between inputs (what the machine perceives), and outputs (the action that the machine generates) (Basil & Bowen 2020: 295). Conventionally, AI researchers differentiate between ‘symbolic’ or ‘expert’ systems that generate algorithmic functions on the basis of existing knowledge, often provided by experts, and ‘connectionist’ systems that operate on the basis of training data, which generate functions from patterns observed in the data. Today, these two approaches are commonly combined in what has been called informed machine learning (ML) systems (von Rueden et al. 2020).

Importantly, an algorithmic approach also underpins many mediation efforts. When supporting conflict resolution, mediators commonly resort to reason and logic to persuade parties to agree on a solution (Wallensteen & Svensson 2014). Such reasoning processes not only require intelligence in terms of cognitive skills, but in terms of knowledge about the conflict and the parties as well, usually generated through variants of conflict analysis, employed in the search for a convergence of conflict party positions. Therefore, I suggest thinking of conflict resolution as a process of rationalization, through which the causes of conflict are identified and then linked to solutions to conflict. Importantly this entails both working with the “objective” causes of conflict, such as poverty or military aggression, and the “subjective” causes of conflict, such as the conflict parties’ narratives and stances on a given matter. The tasks
of mediators are to make sense of these causes and find a pathway of steps that lead to their resolution.

Given the tremendous growth of data that is produced in the context of armed conflicts and peace processes, the appeal of AI systems lies in the possibility of automating such reasoning processes, or parts of them. However, as I will demonstrate, this increasingly requires the interdependent deployment of human and machine intelligence. For instance, AI algorithms employed in support of peacemaking are envisaged to help predict conflict outbreaks; assist with conflict analysis by gathering and assessing social media, event or geospatial data; support digital inclusion efforts that help determine conflict stakeholders’ interests, needs and positions; or generate recommendations for peace agreements (Cederman & Weidmann 2017; Höhne 2019; Wählsch 2020; Rutherford 2021; Arana-Catania, Van Lier, & Procter 2021). Such applications contribute at various moments to understanding the conflict and its possible solutions. While doing so, they straddle the line between “broad” tasks, such as learning, reasoning and perception, and “narrow” tasks, such as playing chess, diagnosing diseases, or writing poetry (Russell et al. 2016, 29–30).

However, AI-generated peacemaking knowledge matters little if it is not accepted and used by the humans involved in the peace process, including mediators, support actors, the broad array of conflict stakeholders, and parties to the conflict. Furthermore, for AI systems to have a productive role in dialogue efforts, they must be able to work with the discrepancies that stem from human intelligence. Peace processes are not only commonly characterized by conflict between the vested positions of the parties, but also by differences in the rationalizations – for instance, in terms of narratives, opinions, or arguments – that underpin their positions. This article will demonstrate that when discussing the utility of AI for peace mediation, it is unwise to separate machine intelligence from human intelligence that is involved in designing, maintaining and utilizing it. Rather than focusing on AI as a stand-alone autonomous system, I argue that it is more fitting to shed light on AI as part of human-machine arrangements that have hybrid intelligence: socio-technical systems that shape the production of peacemaking knowledge. Further, I argue that the emerging field of research on AI in peacebuilding should not only focus on data-technological aspects of the devices, methods and models used, but also on the distributed agency of humans and machines in efforts of knowledge production that can support the quest for political settlements.

The article focuses broadly on intelligent socio-technical systems that support the generation of peacemaking knowledge, that is, knowledge that mediators may use to navigate the conflict context, build mediation strategies, and
advance recommendations for conflict resolution. I will start by contrasting two discursive positions that dominate the discussion of AI in peacemaking, both of which hinder the exploration of hybrid intelligence systems for peacemaking: ‘human hubris’ grounded in an anthropocentric notion of peacemaking, and ‘machine hubris’ grounded in a technocentric notion of peacemaking. In response, I explore several challenges related to the generation of peacemaking knowledge in today’s digitalized peace processes, limiting the ability of humans and machines to gather information and reason in contexts that are heterogenous, ill-defined, shifting and ontologically insecure. I suggest that these challenges lead to the emergence of hybrid systems in which human and machine intelligence operate interdependently. In the second section, I suggest three ways through which we can move beyond the current debate, by developing a conception of hybrid peacemaking intelligence that integrates human and machine intellects, fostering a hermeneutical approach that considers the challenges of human-machine, reflexive knowledge production in the search for political settlements, and developing a greater sensitivity for the power relations that characterize hybrid peacemaking systems.

**Artificial Intelligence in Peace Mediation: Between Machine and Human Hubris**

This section first discusses how the mediation community predominantly views the relationship between mediators and intelligent machines. This reflection is important, because technology’s impact on society is not singularly the result of its functionality, but also of how it is discursively constructed by those who design and use it. This has been well encapsulated in Jasanoff’s (2004) notion of co-construction, which is useful in shedding light on how discursive and material factors jointly determine the agency of technology. Jacobsen and Monsees summarized the value of the co-productionist angle
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4 I use the term “mediator” as a shorthand for mediators, their teams and mediation support organizations that help facilitate processes.

5 The reflections presented in this section have been gathered through informal conversations and the participation in workshops and exchanges with staff of leading mediation and mediation support organizations, in the course of the ‘Mediating Machines?’ research project, conducted in 2020. It must be noted, however, that knowledge on the topic differs vastly within the mediation community. The views presented here are less telling of the nuanced knowledge that some experts possess, but more of the broader views of actors with anecdotal or lay knowledge on AI. I have added references from academic and popular sources to demonstrate that the views summarized in this section can be plausibly generated from the public discourse on AI.
as bringing together an interest in the social production of technology and the social production by technology (Jacobsen & Monsees 2019: 26). For the study of peacemaking, this pertains to how artificial and human intelligence are viewed by the mediation community and with what effects, but also extends to the outputs of such intelligent systems, that is, the knowledge that they produce and what that knowledge is used for. For AI systems in peace mediation to be employed and studied effectively, the first step is thus to demystify its abilities, opportunities and limits.

The Human Hubris: Anthropocentric Peacemaking
Peace mediation and high-level diplomatic talks commonly have the appeal of an ancient, old-fashioned craft. Parts of the Iranian nuclear deal were reportedly negotiated in a wood-paneled room at the United Nations in Geneva, filled with heavy tables and leather furniture. According to one observer, all non-essential technical equipment was removed to avoid information leaking to the outside world and travelling through the channels of the early 21st century social media ecosystem. Behind such anecdotes lies the persistent notion that peace mediation is human-centered (Eleiba 2020). In this view, good mediation outcomes rely on the facilitation of the process by eminent persons, in most cases senior or elderly men – preferably current or former statesmen or high-level officials – who assert their authority through charisma and wisdom. It is therefore unsurprising that among many peacemakers, the idea of employing AI in mediation settings commonly produces aversion. AI tends to be associated with deep-fakes and autonomous weapon systems (Höne 2019: 9), or recommender algorithms that produce ‘echo chambers’ that lead to increased political polarization – things opposed to making peace. Computer scientific talk about ‘algorithms,’ ‘machine learning,’ and ‘neural networks’ commonly merges into an enigma that is not only difficult to decipher but remains detached from the everyday work of mediation teams.

This negative stance towards the utility of AI is supported by the view that peace processes should remain an art, and not turned into a science (Standfield 2020). In this view, agreements cannot be achieved by creating objective, scientific knowledge or engineered, mechanical solutions. This notion is engrained in mediation practice through the pop-cultural representation of peace processes. Almost all Google image searches for ‘peace accord’ and a country name will reveal pictures of senior male party representatives and mediators talking to each other, shaking hands, or signing an agreement. While better

6 The author has done such searches for Colombia, Kenya, Mozambique, Northern Ireland, the Philippines, South Sudan, Sri Lanka, Sudan, Syria, and Yemen.
knowledge and information may be seen as important for producing such outcomes, their sources are not typically associated with machines, but with humans. Technology tends to be relegated to the margins, such as for the photo op. However, such positions build on an exaggerated demarcation between humans and machines, sustained by an anthropocentric view of peacemaking that is more an expression of professional cultures than an assessment of the behind-the-scenes, actual peacemaking practice.

**New Knowledge Frontiers**

The anthropocentric view of peacemaking is outdated. The increasing availability of digital technologies has not only changed how conflict parties wage war, but also how they engage and relate to each other in peace processes, creating new challenges for mediators to perceive conflict dynamics. Social media, for instance, is not only used by protest movements, but also by conflict parties and stakeholders in support of their interests and agendas, including to influence public opinion, for political mobilization, and to gain tactical advantage on the battlefield (Rohwerder 2015). Peacemaking efforts also increasingly produce large amounts of data, for instance, when mediation teams employ interactive websites, online surveys or messaging applications to enable participation (Hirblinger 2020). As a result, mediators usually find themselves in an ‘ocean of information’ (Varela 2021).

Mediators are commonly information brokers, building trust and reducing uncertainty through the provision of information to conflict parties (Kydd 2003; Savun 2008). Yet, this intermediary role of mediators is increasingly undermined by the digitization of armed conflicts and peace processes. The vast amounts of data generated by conflict parties and stakeholders cannot be analyzed by human hands and eyes – partly because of its size, and partly because it is generated on social media platforms that influence how data can be retrieved, and to what ends (Batrinca & Treleaven 2015). This makes it more difficult for mediators to stay on top of all information flows. Rather than enjoying a privileged position, today’s mediators are embedded in complex human-machine networks, through which information about a given conflict is generated and exchanged. But when mediators depend on machine-generated and processed data, they share influence over the information environment with many other humans and machines.

The digitization of peace processes therefore leads to a new knowledge frontier that creates new epistemological uncertainties for mediators. Paradoxically, at first, the spread of information technologies creates the perception that mediators can be closer to what happens ‘on the ground.’ However, the vast amount of information available to mediators actually has a distancing
effect – it becomes increasingly difficult to obtain an overall, objective picture and to understand patterns and trends. To stay connected to the peace processes, as the proponents of the adaptation of AI for peacemaking have argued, it therefore appears necessary to integrate intelligent machines into the data analysis effort, particularly to support the analysis of large amounts of data (Höne 2019).

*The Machine Hubris: Technocentric Peacemaking*

On the other side of the spectrum, some observers tend to encourage the idea that innovations in AI could lead to a future in which robots not only wage war against each other, but also make peace (Lamb 2017). If conflicts are increasingly automated, why should peacemaking not follow suit? If robots wage war on social media, why should they not also resolve conflicts?7 Such thought experiments may be inspired by the call for a global data-driven and ML-powered system that could make predicting wars as straightforward as forecasting the weather (Guo, Gleditsch & Wilson 2018), or the idea that entire peace agreements could be written with the support of ML tools (Rutherford 2021), just as they now successfully generate press releases, novels and poetry (Lombardo 2019). This would require forms of broad AI that would be equivalent, or even superior, to human intelligence and capable of replacing human mediators – a narrative that is ironically reproduced by Google Search’s recommender algorithm.8 Such notions rightly trigger concerns about how AI systems may undermine fundamental human rights, for instance, related to political participation, nondiscrimination and equality, by producing knowledge and influencing human behavior in top-down, extractive and opaque manners, leaving little opportunity for human oversight and control (Helbing et al. 2019; Livingston & Risse 2019).

*Context-dependent Peacemaking*

However, it is important to delineate the limits of what intelligent machines are able to achieve in an autonomous fashion. AI systems tend to learn with varying degrees of autonomy from humans, ranging from full human control exercised in expert systems, to supervised and unsupervised machine learning systems. They also tend to operate with varying degrees of dependence on
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7 Participant’s remarks during a workshop on social media in peace mediation, held in Geneva, June 2018.

8 In February 2021, the author conducted a Google search with ‘will AI’. The recommender system suggested to complete the search *inter alia* with ‘take over the world,’ ‘replace humans,’ ‘take my job,’ and several variants.
humans. However, as Bradshaw and colleagues have argued, it is important to note that AI systems never have full, “unbounded” autonomy, unless “the task and context are sufficiently constrained.” As they suggest, we should think of degrees of autonomy that result from the machine’s integration into a larger work system composed of interdependent agents, in which humans always maintain a degree of supervision (Bradshaw et al. 2013). Notably, the degree to which agents, whether machine or human, can successfully operate autonomously is context-specific (Ibid.). As it happens, peacemaking strategies and dynamics differ widely across armed conflict contexts, and evolve historically (Rocha 2019). They may also shift over time within a single mediation as the context evolves (Hellmüller 2021). Yet, when contexts change, AI systems will lose their autonomy or fail to perform their tasks, for instance, because they rely on algorithms that have been built with training data that is no longer appropriate.

Moreover, peacemaking contexts not only vary across cases, but are also difficult to ascertain, posing further challenges for the effective use of AI in mediation. As Eronen (2016) put it, peacemaking is commonly confronted with “wicked problems,” that is, problems in which there is little agreement among the conflict parties, not only about how to resolve the conflict, but about what caused the conflict in the first place. Yet, without a clear problem definition, machines (and similarly, humans) struggle to develop algorithms that can generate outputs based on selected input data. Employing logic, “requires knowledge of the world that is certain” (Russell et al. 2016: 35), a condition that is difficult to meet in the context of armed conflicts and peace processes.

The context-specific, shifting and wicked nature of armed conflicts makes the achievement of a peace agreement a considerably more difficult task than stopping a car at a red light. It requires a ‘broad’ or ‘general’ intelligence that can reason in context (Shevlin et al. 2019). AI systems operate through models, which formalize problems and objectives, to generate an output based on input data. However, where problems and objectives are hard to define, and input data changes across contexts, they may produce results that are either poor, inappropriate, or both.9 This means that AI systems employed in peacemaking will remain heavily dependent on human agents, who narrowly define the context in which they operate, and the problems that they should solve. It is not surprising that the AI applications most prominently experimented with in support of peace mediation focus on relatively narrow knowledge building tasks, carried out in clearly defined contexts in which inputs and outputs can be easily stated, such as to extract and analyze the opinions, positions and

9 I would like to thank the anonymous reviewer for suggesting I clarify this point.
sentiments expressed by conflict parties and stakeholders in large amounts of text (Kolovou 2019). For example, the United Nations, in collaboration with academic and private sector partners, have experimented with systems that analyze a large number of responses from mass online focus groups to map public opinion (ITU 2019; Warrell 2020), or that help analyze large amounts of notes from dialogue efforts according to topics and conflict party positions (Arana-Catania, Van Lier & Procter 2021).

Paradigmatic Peacemaking Knowledge
The successful development and deployment of AI systems for broader tasks is dependent on the availability of sufficient context-specific information across the range of armed conflicts and peace processes. However, suitable expert knowledge and data are not easy to come by. To start with, there is limited formalized knowledge about peace processes and peace mediation that could be fed into expert knowledge-based systems. Mediators are commonly bound by confidentiality clauses and treat their expertise like guild knowledge; their power stems just as much from what they know as from what they choose not to disclose. Consequently, it proves difficult to build peacemaking algorithms based on practitioners’ knowledge.

Scientific knowledge could be a viable alternative, but peace research is unlikely to fill this gap. In contrast to other knowledge domains such as law, peacemaking is characterized by little formalized, definitive knowledge. Scientific theories about what causes armed conflict and what ends them, which aim to make general claims about the correlation between various factors, tend to be not only contested (Call 2012), but also influenced by scientific paradigms that determine ontological perspectives and epistemological approaches (Kivimaki 2016). At the same time, the nature of armed conflict is continuously evolving and dynamic (von Einsiedel, et al. 2017). If algorithms were to be based on established theories, they would produce results that correspond to narrow scholarly views that are rather ill-suited for making sense of the context-dependent realities of conflict.

For the broader AI tasks relevant for peacemaking, such a predicting conflict onset and dynamics, as well as factors that stand in the way of conflict resolution, algorithmic models must be built from a more heterogeneous array of data, so that machines can generate inferences based on patterns between various data types – such as public sentiments, levels of violence, and peace process milestones. For instance, machines tasked to assess the potential effects of proposed agreement provisions on conflict dynamics or on the durability of a peace agreement, would require historical data on those two variables. Much relevant training data can be generated from already structured datasets, such
as datasets about conflict events and battle-related deaths (Eck 2012), conflict management events, third-party interventions and preventative actions (Wallensteen & Svensson 2014), and the content and implementation of peace agreements (Bell & Badanjak 2019). In addition, there exist many other data sources about possible factors that influence conflict occurrence, such as levels of youth unemployment, elite rivalry, or government corruption (Caplan & Hoeffler 2017).

However, a central challenge with such historical data is that, by definition, it only contains information about past efforts, thus making it ill-suited for generating innovative solutions to the changing nature of armed conflict; such historical data limits all possible inferences to the universe of past cases. For instance, a machine could generate correlations between specific power-sharing provisions and long-term reduction in armed violence, and may be able to make recommendations for the power-sharing provision best suited for a given context. However, the algorithm will be unable to ‘think’ out of the box, beyond the repertoire of options contained in the historical training data. Similar to symbolic AI systems, connectionist systems based on supervised learning are also shaped by scientific trends, hence reflecting what researchers, and to some degree decision makers and bureaucrats, think matters in peacemaking at a given point in time.

For instance, in the wake of United Nations Security Council Resolution 1325, quantitative data about gender equality has increasingly been collected, but before the resolution was adopted in 2000, such data were rare (UN Women 2014). If a machine was to determine the effects of armed conflicts on women’s well-being in 1988, it likely would have been less able to answer the question than today, despite the fact that gender mattered in armed conflict as much then as it does now. Training data is therefore not only ‘structured’ in the sense that it has been coded, but also that it has been selectively produced. The capabilities of ML-built AI is thus largely dependent on the intellectual and academic trends in peace mediation and the stances of those with authority over the processes of knowledge production.

A stronger independence from scientific trends could be achieved by unsupervised ML-systems that inductively establish correlations between different events through the reading of unstructured information. For instance, self-learning methods running on neural networks neither require formalized theories, nor structured training data (Cederman & Weidmann 2017: 475). However, when employed for the task of civil war prediction, unsupervised prediction models have an accuracy of less than 50%, which drastically reduces their relevance for practice. They also struggle to identify low-probability events (armed conflicts are not likely), define the unit of analysis (intra-state conflicts often
have transnational dimensions), and account for larger changes in the system (armed conflicts are influenced by geopolitics). Given the inherent complexity of armed conflicts, these models are thus more suitable for “pattern prediction” that documents non-linear relationships in the data “rather than the precise empirical forecasting of events” (Cederman & Weidmann 2017: 475). Yet, these patterns must be interpreted by human agents to provide a suitable basis for decision making and action. In other words, unsupervised learning systems may be able to overcome the challenges of paradigmatic peacebuilding, because they do not rely on expert knowledge. Yet, their effectiveness is strongly dependent on human interpretation.

Subjective Dimensions of Peacemaking

Mediators may at times use scientific methods, but they are not scientists. And while peacemaking requires addressing tangible problems, it often does so by working with the views, narratives and opinions that underpin the conflict parties’ positions, in an effort to reframe and change them (Mason & Cross 2007; Harper 2006), and to create a new ontological basis for a political settlement. Therefore, when building knowledge about the conflict and options for its resolution, mediators will not be satisfied with the objective picture that emerges from data about tangible ‘hard’ factors and events, but will have to be concerned with the subjective viewpoints of the conflict parties.

Let us assume we want a machine to learn the relationship between two single events, such as the assassination of an incumbent head of state and the outbreak of violence. Learning across cases, we will likely see that there exists no law-like relationship between these two events, but that other factors play a role, including ‘hard’ objective factors, such as the political system, but also a large number of ‘soft’ subjective factors that are hermeneutically related. For instance, is the information about the assassination shared and how is it made public? What narratives and perceptions emerge in relation to the news of the event? Making sense of the relevance of such seemingly objective events is particularly difficult because the ontological landscapes of peacemaking contexts are not stable, but characterized by what has been referred to as ‘ontological insecurity,’ as views of the parties to the conflict and the parties themselves change during the negotiation process (Rumelili & Çelik 2017). In other words, the dynamics of peace processes are determined not only by a set of factors that can be objectively established, but also by how these factors are viewed by those who are involved in the conflict.

However, efforts to machine-read subjective judgments and perceptions and assess how they matter in conflict face considerable challenges. While political leaders may provide narratives to mobilize their supporters, their personal motives for entering into conflict or agreement commonly remain
hidden behind the multiple online ‘transcripts’ (Soriano & Sreekumar 2012). As Nathan argues, “peacemakers cannot simply infer a party’s intentions from its public pronouncements or objective factors” (Nathan 2014: 225). Much vital information exchange between conflict parties and mediators takes place informally and off the record, such as secretive conversations between ruling elites. This means that many relevant aspects of a conflict that need to be considered for understanding its causes and developing options for conflict resolution remain opaque to machines, unless mediators, conflict parties and stakeholders volunteer to provide information about them, which mediators can interpret in context.

From Mediator-Machine Impasse to Mediator-Machine Hermeneutics

The above discussion demonstrates that increasingly digitized peace processes pose challenges to both humans and machines that aim to produce knowledge in support of a settlement of conflict – such as about the causes and dynamics of conflict, about future events, and about options for conflict resolution. Knowledge is defined as true, justified beliefs about the world, which in the context of AI can be understood as “validated information about relations between entities in certain contexts” (von Rueden et al. 2020). When it comes to the general task of making sense of armed conflicts and resolving them, humans and machines grapple with determining what the relevant entities of knowledge are, agreeing on the relations between them, and observing both entities and relations. Therefore, it is necessary to reconsider how knowledge relevant for peacemaking efforts can be generated. I argue that such an undertaking entails at least three principal steps and point to the incipient efforts to implement these in theory and in practice.

Beyond Humans vs. Machines: The Emergence of Hybrid Peacemaking Intelligence

First, we must move away from conceptions of human and machine intelligence as separate, unrelated systems of knowledge production and use, and towards a notion of hybrid peacemaking intelligence that captures how humans and intelligent machines increasingly operate interdependently when generating peacemaking-relevant knowledge. This does not mean that intelligent machines have intentionality, but it requires acknowledging that they have agency, in that they have the “capacity to perform activities in a particular environment in line with a set of goals/objectives that influence and shape the extent and nature of their participation,” as Engen, Pickering and Walland
(2016) have put it. While it goes without saying that a machine’s goals, objectives and pathways to achieve them have been set by its human designers, the machine asserts agency vis-à-vis other humans within the human-machine network in which it is employed. And as I will demonstrate, machines do not only become increasingly necessary for the execution of some knowledge-related tasks, but they also influence human reasoning and decision-making processes that are at the core of peacemaking.

The discussion above should have made it clear that AI is not created, and does not exist, in separation from human intelligence. While AI is commonly represented in contrast to human intelligence, the two are in fact closely intertwined. It goes without saying that the models and algorithms that are at the core of intelligent machine operations are built by humans, controlled by humans and will succeed or fail to generate relevant outputs because of human skills and craft. Among AI developers, this has led to the insight that “human judgment plays a role throughout a seemingly objective system of logical decisions” (IBM 2014).

However, human mediators will likewise become more reliant on the collaboration with intelligent machines. The integration of AI into everyday technologies, including tools used by mediators, such as online maps and recommender systems, has given rise to the view that “human intelligence and AI are complementary, symbiotic, inseparable” (Kibby 2020). International organizations such as the UN have taken note that intelligent machines are used in close collaboration with human personnel across a range of tasks relevant for peacemaking, including to analyze social media and radio content for ‘fake news’ and rumors (UN Innovation Cell 2018), or to predict electoral violence (OICT 2018). Importantly, intelligent machines increasingly contribute to the execution of tasks that could not be achieved without them. For instance, to deal with the large amounts of data produced on social media or through digital inclusion efforts, human mediators form interdependent relationships with AI systems that help, among other things, with the retrieval, analysis, storage, or visualization of information. In such cases, mediation efforts rely on forms of intelligence that can be called ‘hybrid,’ distinguished by the fact that neither human intelligence nor machine intelligence could solve the task at hand independently. The collaboration between human and machine intelligence therefore becomes a necessity (Akata et al. 2020).

This does not mean that machines and humans stand on an equal footing. However, it does recognize that the augmentation of human intelligence with machine intelligence will become increasingly inevitable for knowledge production in peace mediation contexts that are influenced by digitalization. The growing dependence of mediators on intelligent machines in hybrid systems
also means that both humans and machines assert an influence over the final product, that is, the knowledge that results from such collaborations. Indeed, the examples above suggest that human intelligence is not only increasingly entwined with machine intelligence in conflict prevention and resolution efforts, but that machines influence how humans make sense of the world, for instance, by focusing the analysis on phenomena that can be read by ML tools, such as sentiments.

We should therefore study how humans and machines produce knowledge for peace processes in an interdependent manner. Proponents of Science and Technologies Studies (STS) have for some time developed research perspectives that engage with the integration of human and non-human agencies in ‘socio-technical systems,’ starting with the basic premise that objects have agency, too – relationally, with humans (Hoijtink & Leese 2019). While this insight originally pertained to non-intelligent objects, such as bridges or water pumps, STS scholars have more recently focused on AI-powered machines, such as autonomous weapons systems (Leese 2019). Relational human-machine agency can also be observed in knowledge generating systems, such as those used in health care, where it has been observed that intelligent machines increasingly influence human thought processes and decision making (Engen, Pickering & Walland 2016). In peacemaking, however, human-machine interactions in such hybrid systems have yet to be studied. Shedding light on the emergence of mutual dependencies between mediators and machines should be at the core of the research agenda on hybrid peacemaking intelligence.

In practice, initial efforts to develop and pilot test hybrid arrangements are already under way and demonstrate the intricate relationships between humans and machines in the production of peacemaking-relevant knowledge. For example, the UN Innovation Cell in collaboration with the UN Office of the Special Envoy of the Secretary General for Yemen (OSESGY), has tested AI for the automated analysis of content generated by large-scale online focus groups, to enable a real-time dialogue between the mediator and several hundred participants that could inform the Envoy’s mediation approach on topics such as a nationwide ceasefire or the humanitarian situation (Warrell 2020). To analyze public opinion on such topics, the mediation team curated a set of questions asked to the online focus group. AI-powered text-mining tools were then used to analyze and structure the large number of responses, and identify the views of the population (OSESGY 2020; ITU 2019; Warrell 2020).

Documentation of a prototype for such ‘large scale synchronous dialogue processes’ suggests a process in which mediators, participants and intelligent machines all contribute by generating and analyzing information: the dialogue moderators pre-select the topics of discussion, participants provide responses
and evaluate responses of others through a structured voting exercise, and algorithms are employed for a variety of tasks, including the processing of natural language and the computation of statistically reliable results based on a limited amount of input data. At the end of the cycle, these results are reviewed by the dialogue moderators to inform future dialogue cycles. The close intertwining of human and machine intelligence in such circular processes, involving the construction of queries and the collection, analysis, evaluation and review of data, enables an approach that promises to process a large amount of information in a time that is considerably shorter than that of conventional inclusion methods (Bilich et al. 2019).

A further example of hybrid intelligence in support of peace mediation are efforts to employ text-mining methods to facilitate the OSESGY’s information extraction, knowledge management and analysis of conflict party positions (Arana-Catania, Van Lier & Procter 2021). In this case, a team of data scientists and legal anthropologists, in collaboration with the mediation team, employed several topic-modelling techniques for large quantities of notes taken during the mediation’s meetings with the conflict parties. The documentation of this effort reveals that the outputs – that is, visualizations of issues and conflict party positions on these issues – were conditioned by a great number of interdependent information processing steps, involving both humans and intelligent machines. For instance, the original notes used for the exercises were manually produced by human notetakers, the mediation team identified the main topics across which parts of the topic modelling should be executed, the data scientists chose existing off-the-shelf ML methods, set the parameters for statistical analysis and experimented with different types of queries, and the project team jointly interpreted the machine-generated outputs. The outcomes of this exercise are a product of hybrid intelligence because they could not have been generated by the mediation team alone, and they were co-produced through an interdependent and re-iterative sequence of human and machine actions. In this case, the agency of ML systems lies in offering a set of off-the-shelf tools that influence how the text data is analyzed, such as the BERT Natural Language Processing tool, through which the distances between conflict party positions are assessed. This tool does not have an intentional impact on the mediation, but it has agency, in the sense of carrying out the data analysis in a specific way and in line with a set of goals, in this case, privileging a particular linguistic understanding of what a conflict party position is.

---

10 I would like to thank Felix Kufus for pointing me to the documentation of this prototype.
While intelligent machines play an indispensable role in such efforts, human capacities to evaluate data outputs and build models that can fit the mediation contexts will remain indispensable for such systems to work effectively. For example, text-mining methods may classify opinions with up to 90% accuracy, but they have greater difficulty analyzing their semantic content beyond a pre-defined typology of sentiments or emotional polarity (Hemmatian & Sohrabi 2019). This is even more the case with semantically more ambitious applications, such as topic-modelling, which depend on human interpretation and judgment, for instance, to decide on the number of topics that the machine should detect, provide seed words, or set statistical parameters for the text analysis (Curiskis et al. 2020; Zhao et al. 2015; Arana-Catania, Van Lier & Procter 2021). Text-mining methods also struggle with analyzing dialects, non-standard expressions, and semantically complex text. In the case of the Yemen focus groups, a considerable challenge was to develop and refine natural language processing (NLP) modules that could adequately capture the Arabic dialects spoken in the region. Therefore, human analysts will continue to play a key role in verifying machine-generated outputs and improving the detection algorithm, for instance, by continuously adding training data. While the major role of intelligent machines is to automate the detection of entities and the statistical computation of results, and thus enabling to scale the analysis effort, both human and machine intelligence are needed to generate the analytical output.

Overall, mediators and mediation support actors will retain considerable agency in hybrid intelligence peacemaking systems, comparable to other fields of use, where data inputs are generated from human information and data outputs are meant to inform human decision making and action. Because data is provided and consumed by humans, human experts will continue to act as ‘middlemen’ between the human data sources, human knowledge end users, and the machines that help generate knowledge by way of collecting and analyzing the data. For example, efforts to design ‘human-machine’ partnerships have for some time been advanced in the medical field, with the aim to identify and classify diseases more accurately (Patel et al. 2019). Comparable integrated systems that keep the ‘human-in-the-loop’ (Wang 2019) are likely to also be the standard in peace mediation, not only to produce viable results, but also to guarantee ethical standards that are in line with human rights (Jobin, Ienca & Vayena 2019).

However, in contexts where large amounts of data must be processed at ever increasing speeds and quantity, while mediation teams act in both inclusive and nimble manners, the close intertwining of human and machine
intelligence will become inevitable. Future research on these dynamics should therefore shed light on the organizational arrangements and the everyday practices that shape how knowledge is generated in such hybrid systems. Such efforts may benefit from a dedicated field perspective that can draw on STS methods, such as following relational networks through which data is translated into authoritative and actionable knowledge (Jasanoff 2017), studying the dynamics of co-production through which machines become normalized and accepted as peers to human analysts (Jacobsen & Monsees 2019), or digital ethnography approaches documenting how AI research labs become sites of peacemaking (Pink et al. 2016; Hjorth et al. 2017). Hybrid systems will also be shaped by efforts to regulate the use of AI in peacemaking through mediation-specific guidelines and standards, developed by international organizations such as the UN. Our research should therefore also engage with the implications of these normative frameworks on the design and functioning of hybrid systems, particularly when it comes to human oversight and control. Yet, we may also want to reflect on the types of knowledge that hybrid systems produce, and the power dynamics by which these systems are characterized – two aspects that I turn to in the last sections of this article.

**Beyond Neutrality and Bias: Hybrid Intelligence and the Hermeneutics of Peacemaking**

Once we acknowledge the increasing relevance of hybrid intelligence systems for peacemaking, we may a want to explore further what type of knowledge they can and should produce in support of peacemaking. To this end, I suggest studying how AI can be employed in ways that encourage reflexive knowledge supportive of dialogue efforts. As argued above, peace mediation requires engaging ‘objectively’ with ‘hard’ factors – but also dealing with the narratives, perceptions, and positions of the conflict parties. Therefore, a pivotal question pertains to how hybrid peacemaking approaches could go beyond the current concerns with algorithmic bias, because these inevitably look at intelligence and its outputs from the vantage point that the creation of objective knowledge is desired and possible. In practice, however, mediators remain confronted with the conflict parties’ partial knowledge and subjective views, and are commonly vulnerable to allegations of partiality. We may therefore want to inquire how to move beyond the objectivity-bias dichotomy by developing reflexive approaches to knowledge production that allow conflict parties and stakeholders to engage dialogically with the functions and data outputs of hybrid systems.

As Nathan (2014: 209) argues, mediators require “deep understanding of the disputant parties’ internal calculations about the conflict and its resolution.”
A skill commonly necessary for such a deep understanding is to navigate between the diverging truth claims about the conflict. To exemplify, senior mediators stress the need to “be aware of the different explanations for why the conflict erupted in the first place” (Brahimi & Ahmed 2008: 5). However, such interpretations are likely to shift in the course of the mediation process. It is also widely accepted that mediators commonly aim to seek convergence between the parties’ positions. In bargaining theoretical models, the parties are viewed as rational actors with pre-defined interests, but such interests are very often fluid and changing, rather than static. Outside the narrow confines of peace mediation research, numerous scholars point to the fact that how conflict parties think, talk or write about the conflict affects their behavior in peace processes (Ramsbotham, Miall & Woodhouse 2011). Yet, armed conflicts are also commonly characterized by challenges to knowing anything with certainty, which results in difficulties agreeing on a common understanding of the elements that constitute a conflict and how they relate to each other. Seeking a common interpretative framework and working towards a mutual understanding of the rationalizations that underpin the various positions is therefore an important mediation task.

This begs the question of how mediators usually position themselves vis-à-vis the narratives, opinions or arguments that underpin the conflict parties’ rationalizations. Ample mediation research has focused on the mediator’s neutrality or bias towards the conflict parties’ positions and views on the conflict. This pertains to the vested interests of mediators, for instance, their allegiance to influential foreign powers, but also to their social and cultural proximity to the conflict parties and ability to understand the parties’ viewpoints, as is the case with ‘insider mediators’ (Svensson & Lindgren 2013). While some scholars have stressed that mediators should be ‘credible’ and ‘truth seeking’ (Kydd 2003), others have pointed to the necessity of mediators reflexively engaging with various truth claims and interpretations of conflict, for instance, by displaying a ‘sense of humour’ (Bercovitch 1984, cited in Bercovitch, Anagnoson & Wille 1991: 15), and fostering the conflict parties’ imagination to envision alternatives (Lederach 2005). This suggests that one important mediation approach may be to take a detached position that can reflexively engage with and evaluate the various truth claims.

However, algorithms are not commonly viewed as being strong proponents of reflexivity. ML-tools for instance tend to be commonly scrutinized for potential biases, resulting, for instance, from ‘skewed’ data used to train the AI algorithm (Mehrabi et al. 2019). Nonetheless, intelligent machines can also support reflexive interpretation, for instance, when they assess the biases of other systems, such as those resulting from the training data set (Barton...
Moreover, AI systems can guide or correct human behavior through the detection of human biases, for instance by assessing if a proposition in a text is broadly accepted as true (Recasens, Danescu-Niculescu-Mizil & Jurafsky 2013), detecting the stances of an author towards a target (Küçük & Can 2020), or identifying sarcastic, misleading and propaganda-laden statements in media texts (Rashkin et al. 2017). This means that AI may increasingly take the role of a cognitive aid, through which mediators can reflect on their own, and the conflict parties’ positions, assumptions and ways of reasoning, therefore helping with the production of reflexive knowledge.

Researchers should therefore explore how hybrid intelligence systems may enable hermeneutical peacemaking practices that can support conflict parties in jointly navigating their own and others’ truth claims about the conflict. A hermeneutical view on conflict resolution suggests that conflicts break down because of incommensurable views and narratives on the conflict, and therefore, a lack of ‘shared reality.’ Consequently, peace mediation requires working towards a ‘common language,’ that is, shared interpretations of the world that speak of the conflict parties’ success in viewing the conflict through the eyes of the other (Väyrynen 2005). Following such an approach, hybrid peacemaking systems would be less concerned with establishing an objective view on the conflict, but rather use their capability to analyze large amounts of data to document, visualize, and engage with the conflict parties’ varying interpretations of the world. Such reflexive hybrid systems would not strive to establish objective knowledge, but to achieve a degree of congruence among the parties’ rationalizations of the conflict that forms the basis of intersubjectively shared peacebuilding knowledge which can support dialogue processes.

Hybrid systems can enable a hermeneutical peacemaking approach in at least two ways. First, by working on the conflict parties’ truth claims about the world, we can assess how statements, narratives or discourses create a specific meaningful reality for them. This question can be tackled with support of the broad spectrum of ML-driven text mining and analysis tools, including the variants of sentiment, opinion and argument analysis (Kolovou 2019). Efforts to mine the conflict parties’ or stakeholders’ position from data collected in the course of dialogue efforts or through online focus groups constitute a valuable first step in this direction. Contrasting these various subjective claims with each other and in relation to objective factors, such as events, could make a meaningful contribution to the development of a joint inter-subjective perspective on conflict dynamics. Such measures would also help to counter the increasing fragmentation of conflict party views that result from the algorithmic mediation of online and social media content.
Second, hybrid systems could help shed light on the methods of knowledge acquisition and the sources of knowledge that define conflict parties’ horizons. Through which means have the conflict parties come to believe a specific version of reality? How are truth claims constructed and shared in digital networks? And how, for instance, do social media discourses intersect with the views and stance of political elites? Answering such questions requires the ‘data subjects,’ that is, those stakeholders who have produced the mined data, to be involved in its interpretation themselves (Nafus 2018). Such a hermeneutical approach would mean that representatives of conflict parties or stakeholders are actively involved in the design and use of the machine component of the system, or are at least able to retrace its operations. This would guarantee that the hybrid systems work in a ‘double hermeneutical’ manner (Giddens 2013: 374), which strives not only towards a convergence of truth claims, but also a shared understanding of how such claims are methodologically generated.

Hybrid intelligence systems committed to a hermeneutical approach would operate through a reiterative process of intellectual tasks, along the spectrum of joint model development, data collection, and analysis. This could entail the development of models and training data grounded in the conflict-affected context, for instance, drawing on experiences with the development of ‘community-based indicators’ (Firchow 2018) for the measurement of peacebuilding outcomes. Importantly, a hermeneutical approach would require that machine outputs are not only used for the mediation’s analysis, planning and decision making, but in larger dialogue processes as well, in which the conflict stakeholders can reflexively engage with the co-produced knowledge. Arguably, this would remain a somewhat conflictual process, where no total agreement about valid information can be achieved – just as that is an unlikely goal for the settlement of conflict (Bell & Pospisil 2017). Nevertheless, the more convergence that can be achieved, the more hybrid peacemaking systems will be able to help parties move forward towards non-violent settlements that are sustained through an intersubjective understanding of the conflict.

**Beyond Eminence: Investigating Power in Hybrid Peacemaking**

Finally, we also need to shed light on the political dynamics of hybrid peacemaking and the power relations that characterize human-machine networks that produce peacemaking knowledge. While humans will stay ‘in the loop’ of hybrid intelligence systems, we should be concerned with who these humans are, what power they exercise, and how this affects peacemaking efforts. For instance, they may belong to an exclusive cycle of expert mediators and computer scientists, which may have negative effects on the process. Studies
of the use of AI for political decision-making and public policy suggest that AI-generated outputs enjoy limited legitimacy if they are produced without the active involvement of the citizens that they are meant to govern (Starke & Lünich 2020). We also know that peace mediation produces more durable results when processes are inclusive and participatory, thus enabling the transformation of relationships between a diverse set of antagonists (Hirblinger & Landau 2020). However, participation does not mean that the agents involved in knowledge making efforts enjoy the same degrees of power and authority. Therefore, future research should focus on the politics of knowledge production in hybrid intelligence peacemaking systems, through which those affected by conflict get involved in determining what legitimate knowledge entails.

I suggest thinking about power as a distributed effect of human-machine networks, determined by a range of humans, from the computer scientists involved in the development of AI, to mediation support actors who roll out and maintain AI systems, to mediators and their teams that utilize them, and the conflict stakeholders and broader population who engage with them during data collection and who are affected by how the data is used. The introduction of hybrid intelligence to peacemaking changes who has the authority to make knowledge claims, and to what degree such claims attain acceptance among conflict parties and stakeholders. Humans influence machine intelligence in the conceptual phase, when deciding about what the tools are supposed to do and what methods to use; in the training phase, through the coding of training data; when collaborating with it, for instance, when selecting and preparing the data that should be analyzed; and finally, when utilizing the results. Along this spectrum of activities, various humans interact with the machines – the AI designer, the AI user in a mediation team, and the conflict stakeholder invited to a data analysis workshop, for instance; they have varying powers to influence the knowledge production process. This also means that as humans design AI systems and collaborate with them, the technologies may indeed redistribute agency among those humans who engage with it – rewarding those who can create, manage and use them. More research should therefore be invested into what Rammert (2012) has referred to as distributed agency in human-machine systems.

Our research should thus be concerned with how power is distributed in hybrid systems, how it is inscribed into models and data, and how they correspond with particular peacemaking approaches. For example, what digital and computational literacy do conflict stakeholders require to meaningfully interact with AI systems and hold them accountable? Do AI systems differentiate between the gender, ethnic or religious affiliation of the user when coding social media data, for instance, based on the language the user uses, the geotag
of a Tweet, or the information provided in user profiles? Such choices may determine to which group particular grievances or positions are attributed. Moreover, various kinds of AI-based analytical methods will create knowledge that will serve one type of conflict resolution effort, but not another. Is the system concerned with analyzing sentiments to inform efforts that can help address popular grievances or security concerns, or is it focused on analyzing the rational opinions and arguments presented by political elites on social media? What new exclusions emerge from the use of such methods, as they fail to capture the particular ways in which some conflict stakeholders make sense of conflict?

The power relations in mediator-machine networks are also shaped partly by what kind of AI methods and systems are employed. For example, systems can be open source or proprietary, which enables or hinders the reproduction of analytical processes and comparison of methods by other data scientists (Sonnenburg et al. 2007). However, even when open-source systems are used, a further concern pertains to the ‘black boxed’ nature of many AI methods and options to enable varying levels of human oversight and scrutiny over the inference process. The transparency of AI systems is a declared objective of mediation actors such as the UN (Azoulay n.d.), but in practice it continues to constitute a considerable challenge. Non-transparent systems provide little opportunities for oversight and may result in the concentration of power in the hands of those who design the systems and approve of their functions and outputs. However, efforts to strengthen the transparency of AI systems through interpretability methods are also often not only driven by an interest in transparency per se, but by other ends, such as increasing public trust (Krishnan 2020) – and this affects power relations. On the other hand, interpretability is also often less of a priority than the usability and effectiveness of applications (Lo Piano 2020). This means that power is not only exercised in the design of AI systems but also in efforts to explain and interpret their results. We must therefore also be concerned with who will be able to conduct such checks, and to what ends they are conducted. Those who translate between AI and human intellects will become powerful interlocutors in efforts to create conflict resolution knowledge. While transparent methods and translation efforts will likely increase the democratization of peacemaking efforts, they will also shift knowledge hierarchies and require considerable digital literacy among the conflict stakeholders, if they are to be inclusive (Hirblinger 2020).

The increasing employment of hybrid intelligence will also lead to the opening of the ‘black boxes’ of mediators and conflict parties. Where mediators operate as part of hybrid systems, mediators’ reasoning and decision-making processes may become more transparent and reproducible, because they will
have to co-own knowledge with the AI. This will lead to increased formalization of mediator knowledge, which might not be desirable for many mediators, given that informal knowledge and information exchange remain important to peacemaking practice. Where conflict parties and stakeholders are integrated in efforts to gather and analyze information about their views and positions, they may be hesitant to unveil how they really think about the conflict. Yet, these challenges are not qualitatively different from traditional mediation contexts. The most valuable sources for conventional data gathering and analysis for mediation purposes usually stem from within conflict parties or their immediate environment, and require the building of trusted relationships (Nathan 2014: 223). While hybrid systems call for increased collaboration and exchange among the various human parties to the system – mediators, support actors, conflict parties and stakeholders – these constituents may also hope to retain the utmost possible influence over the interpretation process. Such powerful dynamics merit further study.

**Conclusion and Outlook**

Conflict resolution can be thought of as a process of rationalization that produces peacemaking knowledge, in which the causes of conflict are identified and logically linked to solutions to conflict. The digitalization of armed conflicts and peace mediation contexts fundamentally changes the requirements for the production of such knowledge. The scale of data and the algorithmic mediation of information flows means that knowledge production for peace mediation will increasingly rely on hybrid intelligence systems, in which mediators utilize AI. Yet, resolving conflict will never be a matter of simply pressing a button. We must not be distracted with the unlikely scenario of an artificial superintelligence that could automate peace mediation. Rather, we should be concerned with how hybrid systems tackle much more narrow data analysis tasks that can help produce knowledge in support of conflict settlement. Normative standards and a pragmatic concern with the sustainability of peace processes further necessitate that such knowledge production is conducted in an inclusive manner, involving conflict party representatives, conflict stakeholders, insider mediators and local communities, not only in the collection of data, but increasingly, also in the development of models and data analysis.

This article suggested a research agenda on hybrid peacemaking intelligence, concerned with both the study and development of hybrid systems suitable for peace mediation. This agenda explores how knowledge is generated in
hybrid systems, and particularly how mediators and their teams increasingly rely on intelligent machines for knowledge production. We should aim to better study and describe such systems and their interactions, analyze their effects on peace mediation and process outcomes, and be concerned with efforts to regulate them through normative frameworks. Moreover, I suggest remaining skeptical about the possibility of creating objective, unbiased knowledge. Instead, we may want to inquire how hybrid systems can enhance the reflexivity of conflict parties and stakeholders through operationalizing a hermeneutical approach that helps to scrutinize AI-supported methods and data and builds an intersubjective knowledge base for dialogue. Finally, I suggest that we should be concerned with the distributed agency and power relations in hybrid peacemaking networks. While these may be participatory, inequalities and exclusions may be inscribed in AI models, methods and data, with considerable effects on the dynamics and outcomes of AI-supported peacemaking. It is likely the case that arriving at a joint understanding of what the conflict is about and how it can be resolved will remain the exception. Peace mediation is a messy and contested process, and so will be efforts to produce meaningful and actionable peacemaking knowledge with the help of AI. Despite and because of this, we may want to explore how hybrid peacemaking systems can work towards achieving a partial convergence between conflict parties and stakeholders – or study why they fail to do so.
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