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Abstract

The Striatal Beat Frequency (SBF) model of interval timing uses many neural oscillators, presumably located in the frontal cortex (FC), to produce beats at a specific criterion time $T_c$. The coincidence detection produces the beats in the basal ganglia spiny neurons by comparing the current state of the FC neural oscillators against the long-term memory values stored at reinforcement time $T_c$. The neurobiologically realistic SBF model has been previously used for producing precise and scalar timing in the presence of noise. Here we simplified the SBF model to gain insight into the resource allocation problem in interval timing networks. Specifically, we used a noise-free SBF model to explore the lower limits of the number of neural oscillators required for producing accurate timing. Using abstract sine-wave neural oscillators in the SBF-sin model, we found that the lower limit of the number of oscillators needed is proportional to the criterion time $T_c$ and the frequency span ($f_{\text{max}} - f_{\text{min}}$) of the FC neural oscillators. Using biophysically realistic Morris–Lecar model neurons in the SBF-ML model, the lower bound increased by one to two orders of magnitude compared to the SBF-sin model.
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1. Introduction

The peak-interval timing procedure (Catania, 1970; Roberts, 1981) uses subject reinforcement for the first response after some interval has elapsed. Once the subject learns the criterion time $T_c$, probe trials run for durations two to three times the training interval without providing reinforcement. Under these conditions, the
maximal rate of response, i.e., the behavioral output curve, peaks at the original reinforcement time $T_c$ (Roberts, 1981). Behavioral experiments also showed that the standard deviation of the behavioral output curve is proportional to the peak duration (Catania, 1970; Gibbon, 1977; Gibbon & Allan, 1984; Gibbon & Church, 1984; Gibbon et al., 1984; Staddon, 1965), i.e., interval timing obeys scalar property. The time-scalar invariance property of interval timing has been observed in invertebrates (Boisvert & Sherry, 2006), vertebrates, such as fish (Talton & Higa, 1999), birds (Cheng & Westwood, 1993), and mammals, such as rats (Dews, 1962), mice (Buhusi et al., 2009), and humans (Rakitin et al., 1998).

One possible approach to interval timing was proposed by the Scalar Expectancy Theory (SET) (Gibbon, 1984; Gibbon & Church, 1984; Treisman, 1963). In the SET model, learning the interval is governed by a Poisson-variable pacemaker that begins emitting pulses a short time after the onset of the time marker. A property related to the pulses accumulated until a short time after reinforcement is stored in a reference memory, and the accumulator is reset to zero. A robust behavioral response is produced every time the current state of the accumulator matches the value stored in the reference memory.

Regardless of the timing model details, some general features for interval timing theories emerge and are partially supported by experiments: (a) the current time estimate and the memory for times reinforced in the past follow independent laws; (b) behavior is driven by a comparison between current and remembered time of reinforcement. Existing theories seem to operate with three time-related variables: real elapsed time, the encoded value of current time, and the remembered value for times encoded in the past.

Although the localization of brain regions essential for interval timing is unclear, some progress has been made. For example, temporal production and perception are strongly connected to the striatum and its afferent projections from the substantia nigra pars compacta (Clarke & Ivry, 1997; Dallal & Meck, 1993; Matell & Meck, 1997). Since interval timing deficiencies were found both in the peak-interval procedure (Dallal & Meck, 1993; Matell & Meck, 1997) and the duration bisection procedure (Clarke & Ivry, 1997), it suggests that lesions of these cortical areas and not simple motor deficiencies are the leading causes. In addition, it was shown that striatal-neuron firing patterns are peak-shaped around a trained criterion time, a pattern consistent with substantial striatal involvement in interval timing processes (Matell et al., 2003). In addition to lesions, pharmacological data also suggests strong involvement of basal ganglia (BG) in interval timing. Administration of dopaminergic drugs both systemically (Maricq & Church, 1983; Maricq et al., 1981; Matell & Meck, 1997; Matell et al., 2003, 2004; Meck, 1983, 1996) or directly into the anterior portion of the striatum (Neil & Herndon Jr, 1978) alters the speed of interval timing processes. Experiments showed a shift in perceived time toward earlier after systemic dopaminergic agonist administration, such as methamphetamine or cocaine. It was also found that systemic
dopaminergic antagonist administration, such as haloperidol, shifts the response time later than controls. Many pharmacological agents, such as haloperidol, can also have weak anticholinergic and alpha adrenergic receptor effects (Buhusi & Meck, 2002; Maricq & Church, 1983). Severe deficiencies in reproducing temporal intervals were also found in Parkinson's patients, supporting the hypothesis of BG involvement in interval timing (Harrington & Haaland, 1991; Malapani et al., 1998, 2002). A possible physiological cause could be that dopamine causes internal clock(s) to run faster than normal, shifting the animal's entire response earlier than the control (Drew et al., 2003; Matell & Meck, 1997; Meck & Church, 1987a).

Lesion data also suggest that the timing network is much more widely distributed. Lesions of the nucleus basalis magnocellularis, a cholinergic nucleus in the basal forebrain with projections to the frontal cortex (FC), induced a progressive, proportional delay in peak time response. This effect is related to altered temporal memories (Meck & Church, 1987b). Lesions of the FC produce a similar delay (Olton et al., 1988). In contrast, lesions of the hippocampus or fimbria fornix, a basal forebrain cholinergic nucleus with projections to the hippocampus, result in memory effects translated into an advance of the peak time response (Meck & Church, 1987a, b; Meck et al., 1987; Olton et al., 1988).

The first neurobiologically realistic model that integrated experimental findings into a coherent distributed network model of interval timing is the Connectionist Model developed by Church and Broadbent (1990, 1991). The Connectionist Model assumed a set of neural oscillators, presumably localized in the prefrontal cortex, that determine the peak time using multiple-periods discrimination algorithms. In their model, the current phases of oscillators (clock stage) are continually compared against the memorized phases at the previously reinforced trials (memory stage). The Connectionist Model matched peak-interval procedure data with scalar property (Church & Broadbent, 1990, 1991) and fixed-interval schedules (Church et al., 1998). This model also presents higher accuracy for intervals near the underlying oscillator period, similar to the experimental data (Crystal, 1999; Crystal et al., 1997; Wearden and Doherty, 1995). However, the Connectionist Model is limited to timing durations that do not exceed the most extended oscillatory period and requires its oscillators to have a coefficient of variation that is quite sizable (Aschoff, 1989).

Beat frequency models use the fact that oscillators produce beats that have periods spanning a much wider range of periods than their intrinsic values (Matell et al., 2004; Miall, 1989). It is assumed that all oscillators are reset at the beginning of each trial and start in phase. The oscillators can be read out to determine whether they spike at the reinforcement time. The small group of neurons spiking at the reinforcement time $T_{mem}$ represents the neural code for that criterion time and could be encoded via Hebbian strengthening of the activated synapses. A new trial could produce a temporal prediction by a threshold-driven comparison between the number of strengthened neurons currently firing and the number
of neurons that fired previously at the time of reinforcement. Miall (1989) conducted numerical simulations of this model and found a second peak always halfway through the criterion duration, similar to the breakpoint time observed in the peak-interval procedure (Church et al., 1994). In addition, the third-highest peak corresponds to $2/3$ of the way to the temporal criterion, like the breakpoint seen in fixed-interval schedules (Schneider, 1969).

We implemented the Striatal Beat Frequency (SBF) paradigm (Matell et al., 2004; Miall, 1989) and provided analytical insight into its behavior using simple sine-wave neural oscillators (SBF-sin) and biophysically realistic Morris–Lecar model neurons (SBF-ML). In the SBF model (Buhusi & Meck, 2005; Matell & Meck, 2000, 2004; Matell et al., 2000, 2004), time-scale invariance emerges rather than being artificially constructed (Matell et al., 2004). The SBF model (Buhusi & Meck, 2005; Matell & Meck, 2000, 2004; Matell et al., 2000, 2004) is based on the neurobiologically-inspired paradigm that striatal spiny neurons integrate the activity of massive ensembles of cortical oscillators to produce coincidental beats that have periods spanning a much wider range of durations than the intrinsic periods of the cortical oscillators (Buhusi & Meck, 2005; Matell & Meck, 2004; Matell et al., 2004; Miall, 1989). The SBF model does not assume time-scale invariance but instead connects it to ubiquitous noise, as suggested by Matell and Meck (Matell et al., 2004), and mathematically demonstrated by Oprisan and Buhusi (2014).

The paper is organized as follows: a minimal block diagram is presented in section 2. The model are shown in Fig. 1 includes (1) an oscillator block (OSC), presumably localized in the frontal cortex (FC); (2) a memory block (MEM), presumably associated with the nucleus basalis magnocellularis (Meck et al., 1987), frontal cortex (Olton et al., 1988) and hippocampus or fimbria fornix (Meck & Church, 1987b; Meck et al., 1987; Olton et al., 1988), that stores information about the state of the brain at the moment of reinforcement; (3) a decision block (OUT), presumably associated with the striatal spiny neurons integrating a vast number of different inputs, and responding selectively to particular reinforced patterns (Beiser & Houk, 1998; Houk, 1995; Houk et al., 1995a, b), and (4) a neuromodulator block (MOD) that mimics the modulation of cortical or thalamic (glutamate) induced striatal spiny neuron activity, and the threshold for coherent activity detection due to dopamine release from substantia niagra pars compacta (Chiodo & Berger, 1986; Groves et al., 1995; Schlauch et al., 1995; Umemiya & Raymond, 1997). This study discusses the analytical (see section 3.1) and numerical (see section 3.2) results based on the SBF implementation of the noise-free interval timing network are shown in Fig. 1. The results presented here concern the resource allocation during interval timing. In particular, we studied the relationship between the signal-to-noise ratio (SNR) and the number of neural oscillators allocated to a timing task in the absence of any noise. While noise is ubiquitous in biological systems, and we previously showed that it is critical for
Figure 1. The Striatal Beat Frequency model. (a) A minimal neurobiologically realistic structure that connects the $N_{osc}$ of the frontal cortex (FC), marked with the thin dashed line, with the $N_{mem}$ spiny neurons of the striatum (see the dotted rectangular area inside the large dashed rectangle suggesting the basal ganglia (BG)). While the BG has many more subnetworks involved in interval timing, we only show its output to globus pallidus internal (GPi). ACh: acetylcholine; FC: frontal cortex; BG: basal ganglia; DA: dopamine; Glu: glutamate; GPi: globus pallidus internal; SNC/r: substantia nigra pars compacta/reticulata; VTA: ventral tegmental area; nucleus basalis magnocellularis (NBM); nucleus basalis (NB). (b) The $N_{osc}$ frontal cortex (FC) oscillators with different frequencies $f_1, f_2, ..., f_{N_{osc}}$ in the oscillatory block (OSC) (marked with the thin dashed line) provide the base time for the model. At the reinforcement time $T_c$, the state of the OSC block is copied to the $N_{mem}$ values of the long-term memory block (MEM) (dotted line area). (c) The decision/output block (OUT), marked with a thick dashed line, constantly compares the current state of OSC against the stored states from MEM and produces an appropriate output. The SBF model also includes a neuromodulator block (MOD) to mimic pharmacological and neuromodulatory effects (marked with the dash-dotted line).
producing the time-scale invariance property (Oprisan & Buhusi, 2013, 2014), it also complicates the analytical derivations and numerical simulations. With the caveat that in the absence of noise, the SBF model only produces precise but not scalar timing, we derived analytical bounds for the minimum number of neural oscillators required in an SBF-sin model (see section 3.1). We also checked the theoretical predictions of the SBF-sin model against numerical simulations with biophysically realistic models of neurons using the SBF-ML model (see section 3.2). In the SBF-ML model, we found that the minimum number of FC neurons required for timing tasks increases by one to two orders of magnitude compared to the SBF-sin model.

2. The SBF Model

The neurobiological areas of the brain involved in interval timing (see Fig. 1a and Oprisan & Buhusi, 2011, 2014; Oprisan et al., 2018a, b for additional details) are also schematically represented in Fig. 1b and c. The neurobiologically realistic model shown in Fig. 1a is based on the idea that the $N_{\text{mem}}$ striatal spiny neurons integrate the activity of massive ensembles of $N_{\text{osc}}$ cortical oscillators to produce coincidental beats that have periods spanning a much wider range of durations than the intrinsic periods of the cortical oscillators (Buhusi & Meck, 2005; Matell & Meck, 2004; Miall, 1989). The neurobiological connectivities from Fig. 1a were mapped into computational blocs in Fig. 1c. The FC provides the base time made of a large number $N_{\text{osc}}$ of neural oscillators with their respective glutamatergic projections to the striatum (Matell & Meck, 2000, 2004; Matell et al., 2003). The set of synaptic weights between neural oscillators in FC and spiny neurons in the striatum in the neurobiological sketch shown in Fig. 1a with the thin continuous lines gives the computational elements of the memory block shown in Fig. 1b (Adler et al., 2013; Canal et al., 2005; Doig et al., 2010; Groves et al., 1995). Each FC neuron (see the thin dashed line area in Fig. 1a) projects on $N_{\text{mem}}$ spiny neurons in the striatum (see the dotted rectangular area surrounding the spiny neurons in Fig. 1a). In our simplified neurobiological sketch shown in Fig. 1a, many BG nuclei were omitted, e.g., globus pallidus internal and subthalamic nucleus (Oprisan & Buhusi, 2011, 2013, 2014), and only the output of the BG through the globus pallidus internal (GPI) is shown. We also omitted the projection of GPI to the thalamus, which projects to the motor cortex — the brain area ultimately responsible for the actual lever press or behavioral output. This simplification was possible because, for interval timing modeling, the output of GPI is quite similar to motor cortex output. The neuromodulatory effects of dopamine (DA) and acetylcholine (ACh) in Fig. 1a (see the thin dash-dotted line areas) provide the basis for the computational block that modulates the activity of the FC and BG in Fig. 1c. For example, a start gun that resets the phase of the $N_{\text{mem}}$ BG oscillators is represented by the DA projections from substantia nigra pars compacta (SNc). A
second DA projection from the ventral tegmental area (VTA) is responsible for the modulation of the $N_{\text{osc}}$ oscillators’ speed in the FC. Finally, cholinergic projections from the nucleus basalis magnocellularis (NBM) to FC (Meck et al., 1987) and from the nucleus basalis to the BG are shown in Fig. 1c (Meck, 1983, 1996).

Our minimal computational diagram of the interval timing network (Fig. 1a) includes a time base made of a large number $N_{\text{osc}}$ of neural oscillators with uniformly distributed frequencies $f_1, f_2, \ldots, f_{N_{\text{osc}}}$ presumably localized in the FC area (see the thin dashed line area (OSC) in Fig. 1b) (Matell et al., 2003). The long-term memory buffer is presumably represented by the set of synaptic weights $w_o = \{w_0(1), w_0(2), \ldots, w_0(N_{\text{osc}})\}$ between neural oscillators in FC and the $N_{\text{mem}}$ spiny neurons in the striatum at the reinforcement time $T_c$ (see the dotted line area (MEM) in Fig. 1b). The long-term memory of criteria times was also related to NBM (Meck et al., 1987), FC (Olton et al., 1988), and hippocampus (Meck et al., 1987; Olton et al., 1988). At the reinforcement (criterion) time $T_c$ (Fig. 1b), the state of each neural oscillator is transferred to the long-term memory as a set of weights $w_o$ connecting FC and the corresponding spiny neuron of the striatum. In the actual implementation, there are $N_{\text{mem}}$ spiny neurons (see Fig. 1a), such that at the reinforcement time $T_c$, each spiny neuron stores a synaptic weight in the long-term memory buffer, while in a noise-free environment, the SBF model would store the same synaptic weights $w_o$ for a given criterion time $T_c$ in each of the $N_{\text{mem}}$ projections from FC to the spiny neurons. However, the noise induces slight variations of these $N_{\text{mem}}$ values, represented by the Gauss-like shape shown on the top side of the MEM block in Fig. 1b. The vertical line through criterion time $T_c$ inside the OSC block (Fig. 1b) aligns with the peak of the Gauss-like distribution of the memorized weights in the MEM block in the presence of noise. Finally, a working SBF model needs a coincidence detector, presumably localized in BG, that integrates a vast number of different inputs and responds selectively to particular reinforced patterns (Beiser & Houk, 1998; Houk, 1995; Houk et al., 1995b) (see the thick long-dashed line area delineating the decision/output block (OUT) in Fig. 1c).

2.1. The Oscillators Block

The oscillators block (OSC) comprises $N_{\text{osc}}$ neurons with intrinsic frequencies $f_i$ (with $i = 1, \ldots, N_{\text{osc}}$). The OSC block provides the underlying time base for the interval timing network. Due to varying factors (biological noise, background neural activity from other cortical areas, etc.), the frequencies $f_i$ are slightly different from trial to trial, which leads to slightly different states of neural oscillators at criterion time. In the SBF models, the intrinsic burster neurons in the OSC block fire in the alpha band, i.e., 8–13 Hz, to match experimentally found resetting of neural activity at the beginning of timing procedures (Anliker, 1963; Rizzuto et al., 2003). In our SBF-sin model, the frequencies of the $N_{\text{osc}}$ neural oscillators are uniformly distributed over the interval ($f_{\text{min}} = 8$ Hz, $f_{\text{max}} = 13$ Hz).
2.2. The Memory Block

The memory block (MEM) comprises $N_{\text{mem}}$ units, storing a criterion time value $T_c$ memorized during the training trials. The state of every single memory cell is modeled by randomly distributing criterion time intervals $T_c$ according to a particular density probability function. In the SBF-sin model implemented with phase oscillators (cosine waves), the MEM stores $N_{\text{mem}}$ copies of the neurons’ states in the OSC block at criterion time $T_c$. This is because the neural activity (“action potential”) generated by an FC neural oscillator was normalized between $(-1, +1)$ and considered as coupling weight between FC and striatum during the training trials. During the probe trials, the stored weights at reinforcement time $T_c$, i.e., the amplitude of the normalized neural activity during the training trial at $T_c$, are the FC to striatum coupling weights. In the absence of memory noise, all $N_{\text{mem}}$ copies are identical. The memory block (MEM) stores the criterion time $T_c$ in the form of the coupling weights $w_{ij}(T_c)$ between the neural oscillator $i = 1, \ldots, N_{\text{osc}}$ in the OSC block and medium spiny neuron $j = 1, \ldots, N_{\text{mem}}$ in the decision block (OUT) (see Fig. 1b). Both storage and retrieval of the criterion time to and from the memory buffers are affected by biological contexts such as trial-to-trial variability, the brain state, noise, and neuromodulatory inputs. To mimic the effect of such noise sources, the weights $w_{ij}(T_c)$ have $N_{\text{mem}}$ copies distributed according to the statistics of the respective noise source.

2.3. The Decision/Output Block

The decision/output block (OUT) relates the internal representation of durations with external action. In our implementation of the SBF-sin model, the decision block estimates the projection of the current weights $w$ along the direction of the reference weights vector $w_0$, i.e., computes the dot product $w^*w_0$. The OUT block generates an output according to a given physiologically meaningful threshold. The coincidence detector compares the current synaptic weights $w_{ij}(t)$ at the present time $t$ against the reference weights $w_{ij}(T_c)$ at criterion time $T_c$ and delivers an appropriate output. The output function of the SBF model was implemented as a dot product of two vectors:

$$\text{output}(t) = \sum_{j=1}^{N_{\text{osc}}} \sum_{j=1}^{N_{\text{mem}}} w_{ij}(T_c)w_{ij}(t)$$ (1)

2.4. The Neuromodulator Block

The neuromodulator block (MOD) mimics the effect of neuromodulators such as dopamine, which is known to advance responses in a fixed-interval experiment (Maricq & Church, 1983; Matell and Meck, 2004; Matell et al., 2004; Meck, 1983, 1986; Rammsayer, 1993), or acetylcholine, which induces delayed responses (Meck, 1983, 1996). Speed-up of the internal clock, presumably due to dopaminergic projections from the VTA to the FC, was observed following systemic
dopaminergic agonist administration, e.g., methamphetamine or cocaine (Drew et al., 2003; Matell and Meck, 1997; Meck, 1988). Systemic dopaminergic antagonist administration, e.g., haloperidol, shifts the response time in a pattern consistent with a slow-down of timing (Buhusi & Meck, 2002, 2010).

While the SBF-sin model is analytically tractable, it seems too remote from neurobiology to be relevant. However, sine (or phase) oscillators have been used in mathematical ecology and the temporal evolution of biological systems (Guckenheimer & Holmes, 1983; Izhikevich, 2000; Winfree, 2001). They proved invaluable in uncovering universal laws of large-scale neural dynamics (Kuramoto, 1984; Kuznetsov, 2004). In principle, any neural oscillator can be reduced to a phase oscillator near a bifurcation point (Ermentrout, 1986). In the SBF-sin model, the membrane potential $V(t)$ of each neural oscillator is given by $V(t) = A \cos(2\pi f t)$, where $A$ is the amplitude and $f$ the frequency of the phase oscillator.

3. Results

3.1. Theoretical Prediction of the Minimum Number of Oscillators Required for the Timing Task in the Noise-Free SBF-sin Model

In the absence of noise (variability) in the SBF-sin model, the output given by equation (1) is (Oprisan & Buhusi, 2014):

$$\text{out}(t) = \frac{\cos(a_0(t - T_c))\sin(b_0(t - T_c))}{2\sin(b_0(t - T_c) / N_{\text{osc}})}$$

where $a_0 = \pi (f_{\text{max}} + f_{\text{min}} - df)$, $b_0 = \pi (f_{\text{max}} - f_{\text{min}})$, and oscillators’ frequencies were equally spaced over the frequency range $[f_{\text{min}}, f_{\text{max}}]$, i.e., $f_k = f_{\text{min}} + k df$ with $df = (f_{\text{max}} - f_{\text{min}})/N_{\text{osc}}$ and $k = 0, ..., N_{\text{osc}} - 1$.

To determine the contribution of each factor in equation (2) to the model’s output function that mimics the behavioral response, we separated them into two pieces (see Fig. 2). The top panels in Fig. 2 (a1–b1–c1) represent the output function given by equation (2) for a fixed criterion time $T_c = 10$ s and a variable number of oscillators $N_{\text{osc}} = 10$ (a1), 20 (b1), and 40 (c3). As shown in Fig. 2, a minimum number of oscillators is required to produce a single large-amplitude response
in the output function at $T_c$. The second row of panels in Fig. 2 (a2–b2–c2) corresponds to the denominator $2\sin[\theta_0(t - T_c)/N_{osc}]$ of equation (2) and shows that the zeros of the denominator determine the beats of the output function. Finally, the last row in Fig. 2 (a3–b3–c3) shows the fast-oscillating numerator of equation (2), i.e., $\cos(\theta_0(t - T_c)) \sin(\theta_0(t - T_c))$ that multiplied with the envelope in panels a2–b2–c2 in Fig. 2 give the output function shown in panels a1–b1–c1.

The location of the large-amplitude beats in the envelope of the output function shown in Fig. 2 (a2–b2–c2) is determined by the condition

$$\sin(\theta_0(t - T_c)/N_{osc}) = 0$$

(3)

which leads to $\theta_0|t - T_c|/N_{osc} = k\pi$, where $k$ is an integer number representing the number of envelope’s large-amplitude beats over the interval $[0, T_c]$. The temporal location $t$ of each envelope’s large-amplitude beats is given by

**Figure 2.** The elements of the theoretical output function of the noise-free SBF-sin (sine-wave) model. Theoretical output function of a noise-free SBF-sin model (equation (2)) for a criterion time $T_c = 10$ s using a variable number of FC oscillators: 10 (a1), 20 (b1), and 40 (c1). The denominator of the theoretical output function (a2–b2–c2) represents the envelope of the output function shown in panels a1–c1. The numerator of the theoretical output function (a3–b3–c3) represents the fast-oscillating part of the output function shown in panels a1–b1–c1 that fills in the envelopes shown in panels a2–b2–c2.
\[ |t - T_c| = k \frac{N_{\text{osc}}}{f_{\text{max}} - f_{\text{min}}} = k \delta T \]  

(4)

where \( \delta T \) is the time between two successive large-amplitude beats of the envelope shown in panels a2–b2–c2 of Fig. 2. One gets only one envelope large-amplitude beat over the interval \([0, T_c]\) if \( k = 1 \) in equation (3) with the closest spike to the one at \( T_c \) located at \( t = 0 \) s. Based on equation (3), the minimum number of oscillators required to uniquely resolve the location of \( T_c \), i.e., to get only one large-amplitude beat of the output function over the interval \([0, T_c]\), is

\[ N_{\text{osc}} = T_c \left( f_{\text{max}} - f_{\text{min}} \right) \]  

(5)

For the example shown in Fig. 2, with \( T_c = 10 \) s and \( f_{\text{max}} - f_{\text{min}} = 4 \) Hz, we need at least 40 sine oscillators to uniquely resolve such a value of \( T_c \). For \( N_{\text{osc}} = 10 \), the distance between any two peaks of the output function's envelope is \( \delta T = N_{\text{osc}}/(f_{\text{max}} - f_{\text{min}}) = 2.5 \) s (see Fig. 2a2). For \( N_{\text{osc}} = 20 \) (see Fig. 2b2), the distance between any two peaks in the envelope of the output function is \( \delta T = N_{\text{osc}}/(f_{\text{max}} - f_{\text{min}}) = 5 \) s.

The width, \( \sigma_{\text{out}} \), of the output function is determined from the condition that the output function amplitude at \( t = T_c + \sigma_{\text{out}}/2 \), i.e., \( \text{out}(t = T_c + \sigma_{\text{out}}/2) \), is half of its maximum possible amplitude, i.e., \( \frac{1}{2}\text{out}(t = T_c) \).

We also notice that the shape of the theoretical output function (see Fig. 2 panels a1–c1) has a nonzero minimum that is midway between two successive high-amplitude beats. In all our simulations, the maximum amplitude of the theoretical output function (equation (2)) was normalized to the unit. As a result, the normalized minimum amplitude of the theoretical output function was estimated numerically using beta spline envelopes such as those shown in Fig. 3 with long dashed lines. The minimum background activity reflected in the theoretical output function shown in Fig. 2 decreases by increasing the number of FC oscillators.

We called signal-to-noise ratio (SNR) the ratio between the normalized maximum amplitude and the minimum amplitude of the output function (see Fig. 3).

To estimate the SNR, we determined the half-width at half-height (HWHH) of the beta spline interpolation of the theoretical output function (see the long dashed lines in Fig. 3), which is related to the standard deviation \( \sigma = \text{HWHH}/(2 \sqrt{2 \log 2}) \). In the absence of noise, the width of the envelope of the SBF-sin model was constant regardless of the criterion time (see Fig. 3), i.e., it violated scalar property (Oprisan & Buhusi, 2014).

The standard deviation \( \sigma \) was used for computing the background noise amplitude. We could use the envelope's minimum amplitude as the background activity (noise) value. However, that is the best-case scenario and underestimates the
noise level. A more realistic noise estimation is the average around the envelope’s minimum. We used a $3\sigma$ interval around the envelope’s minimum to estimate the noise level (see the two vertical arrows marking the gray rectangle of width $3\sigma$ in Fig. 3). In the following, we must emphasize that the background activity of the behavioral output curves shown in Fig. 3 will be used to determine the SNR by comparing it against the maximum amplitude of the behavioral output curve.

Once the number of FC oscillators is larger than the minimum necessary to resolve the peak of the theoretical output function (see equation (2)), we measured the SNR $3\sigma$ from $t = 0\,\text{s}$ (see Fig. 3c). As a general trend, the SNR increased linearly with the number of oscillators (see Fig. 3d). However, once we reach the minimum number of neural oscillators necessary to resolve the peak of the theoretical output function given by equation (2), any further increase in the number of oscillators had only a subtle effect on SNR, as seen in Fig. 3d.

**Figure 3.** The signal-to-noise ratio of a noise-free SBF-sin (sine-wave) model. The theoretical output function (equation (2)), marked with the thin continuous line, was beta spline interpolated (see the thick dashed line) to get the maximum and minimum amplitude of the output signal. The minimum of the envelope decreases, leading to an increase in the SNR, as the number of neural oscillators increases from 20 (a) to the minimum required 40 (b) for a $T_c = 10\,\text{s}$ (see equation (5)). For more than the minimum number of required oscillators, e.g., 60 oscillators in panel (c), the minimum amplitude of the envelope was measured by averaging over a $3\sigma$ interval starting from $t = 0\,\text{s}$. As seen in panel (d), the SNR linearly increases with the number of oscillators until the minimum number is reached, and then the SNR saturates. The SNR behavior is consistent over a wide range of criteria from $10\,\text{s}$ to $100\,\text{s}$. 
3.2. Numerical Estimation of the Minimum Number of Oscillators Required for the Timing Task in the Noise-Free SBF-ML Model

The SBF-sin model is helpful because it can lead to general analytic solutions and provide insight into the possible behavior of more complex and biologically realistic implementations of the SBF model (Oprisan & Buhusi, 2014). One such implementation uses Morris and Lecar (1981) spiking neurons instead of a sine wave to model neural activity (Oprisan & Buhusi, 2013). As expected, in the SBF-ML model, the noise level decreases with the neural oscillators’ number (see Fig. 4a). The normalized activation function (determined by the FC to BG weights) shows a more substantial peak at the expected criterion time $T_c = 20$ s with the increasing number of neural oscillators and a simultaneous reduction in background noise level. As with any noise-free SBF model, the standard deviation $\sigma$ of the smooth envelope of the output function is constant regardless of the criterion time (see Fig. 4b), which violates the scale invariance property of interval timing. We used a smooth Gauss envelope for the numerically generated output function (thick lines in Fig. 4b) to determine the location of the peak response and its standard deviation $\sigma$. The average noise level was measured at $3\sigma$ from the Gaussian peak (criterion time). The width of the interval over which we computed the average noise level was $2\sigma$, instead of the $3\sigma$ used in the SBF-sin theoretical prediction. We only used $2\sigma$ for the SBF-ML model because the standard deviation of the output function was substantial, and a $3\sigma$ interval could not be accommodated numerically for all criteria. We used a $3\sigma$ distance from the Gaussian peak to ensure that the average is representative of the background noise (see Fig. 4b).

Similar to the SBF-sin model prediction, we notice that in the SBF-ML model, a more significant number of neural oscillators leads initially to an increase in the SNR followed by its saturation (see Fig. 4c). One notable difference is that the saturation starts at a considerably larger number of neural oscillators, i.e., the SBF-ML model needs a significantly larger number of neural oscillators than the SBF-sin model to resolve the peak of the output function and produce precise timing. ML model neurons have relatively sharp spikes of $t_s = 1–3$ ms duration, and are silent for the rest of the firing period. Since the SBF model relies on the set of states of neural oscillators to resolve the output function’s peak, a sine wave offers many discrete values that could encode the state of the FC. For example, an $f = 8$ Hz sine wave oscillator could be covered by $n = 1/(f t_s) = 125$ ML neurons, each firing with a spike duration $t_s = 1$ ms.

This is because an ML model neuron with the same period and a $t_s = 1$ ms spike duration can only encode one value since the neuron is at rest for the rest of the time. In other words, we need 125 ML neurons to cover the same range of discrete values encoded by a sine wave. We also notice from Fig. 4d that the SNR decreases as the criterion time $T_c$ increases for a fixed number of neural oscillators. The reason is that the quantization (discretization or sampling) error of every cosine
A wave of the time base with a given number of ML spikes of \( t_s = 1 \text{ ms} \) duration increases with the to-be-timed duration. For example, at the minimum, we could sample any cosine wave only twice during one period and uniquely reconstruct it. However, the quantization error is extremely large as we can only probe two values (out of the infinite number possible in the range \((-1, +1)\)). Since the sampled...
values of the cosine wave serve as the weights for computing the output of the timing model, such a sparse sampling leads to significant errors in representing the state of the FC. Even a very large sampling rate, i.e., many ML neural oscillators, could be insufficient as we increase the criterion time. Such quantization (or sampling) error leads to a more significant error in estimating the state of the FC and a lower SNR, as seen in Fig. 4d.

4. Conclusion

The resource allocation in the interval timing neural network was addressed by determining the minimum number of neural oscillators required to produce precise timing. To find the lower bounds, we used a noise-free SBF model to avoid the complications due to the influence of noise. Based on the SBF-sin model, we found that the required number of oscillators is the product of the criterion time $T_c$ and the frequency range uniformly covered by FC oscillators. As we increase the number of oscillators past the minimum required, the SNR flattens out. As a result, there is no benefit in timing precision by allocating more than the minimum resources needed for the timing task (see Fig. 3d). Based on the numerical simulations of the SBF-ML model, we know that a similar pattern emerges (see Fig. 4d), with the notable difference that the minimum number of required oscillators is one to two orders of magnitude larger than for the same criterion time in the SBF-sin model. A possible explanation is the very different behavior of the action potential in the SBF-sin model compared to SBF-ML. In the SBF-sin model, the membrane potential uniformly samples all amplitudes during a period, whereas an ML model neuron is only active briefly for 1–3 ms and then is silent. An ML action potential, especially for Type I oscillators used here (Ermentrout, 1986; Rinzel and Ermentrout, 1998), looks like a very sharp spike, which could be assimilated to a delta function for long firing periods. As a result, a sine wave sampled every 1–3 ms over its period will require a considerable number of sampling points, which translates into a large number of ML neural oscillators needed for covering the same discrete values of the membrane potential as a sine wave. In a noise-free environment with sine-wave neural oscillators, we found that the model can perform accurate timing with at least $N_{osc} = T_c (f_{max} - f_{min})$ to encode a duration $T_c$. However, if spiking neurons are used, like in our SBF-ML model, the numbers above increase by orders of magnitude. This is because every sine wave of frequency $f$ must be sampled with short spikes (action potentials) of duration $t_s$, which lead to a factor of $n = 1/(ft_s)$. To conclude, the minimum number of spiking ML neural oscillators required is

$$N_{osc} = T_c \left(f_{max} - f_{min}\right) n = T_c \left(f_{max} - f_{min}\right) / \left(f_{max} t_s\right) = T_c / t_s (1 - f_{min} / f_{max})$$

(6)
For example, a criterion time $T_c = 10\, s$ for an SBF-ML implementation with spiking neurons having a spike width of $t_s = 1\, ms$ and fitting in the alpha band ($f_{\text{min}} = 8\, Hz, f_{\text{max}} = 13\, Hz$) needs at least 3800 neurons. This number increases linearly with the criterion time. However, this is the minimum number of neuronal oscillators required for a noise-free SBF-ML model to maintain an acceptable SNR of the output. It is expected that adding noise increases the number of neural oscillators dedicated to the timing task. Since there are so few neurons (a couple of hundreds to thousands) out of billions of neurons in the prefrontal cortex, which can produce accurate timing, the findings seem consistent with the sparse coding.

When comparing the SNR for the SBF-sin model (Fig. 3d) against the SBF-ML model (Fig. 4d) one also notices that the absolute value of the SNR is significantly smaller in the SBF-ML model. In the SBF-ML model (Fig. 4d), the SNR does not exceed 10 units, corresponding to $20\log_{10}\, \text{SNR} = 20\, \text{dB}$. At the same time, from Fig. 3d, we notice that the SNR for the SBF-sin model exceeds 100 units, i.e., more than 40 dB. The SNR for most electrophysiological recordings is right at the edge of 20 dB (Suarez-Perez et al., 2018; Venkatachalam et al., 2011). Behavioral experiments on goldfish (Fay, 2011) showed a similar 20 dB upper bound for SNR. Therefore, the SBF-ML model implemented with realistic biophysical model neurons is within the limits of the SNR reported for biological experiments. We know from the previous implementation that noise is critical for producing the scalar timing in the SBF model (Oprisan & Buhusi, 2013, 2018). Adding noise to the SBF model can only decrease the SNR. Future work will focus on recalculating the lower bounds on the number of neurons required for timing tasks in the presence of noise.
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