Encoding of Duration and Rate by an Integrative Model of Temporal Processing
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Several models of temporal processing have been proposed in the empirical literature on time perception; all have been developed as models of a single temporal property, primarily event duration. We argue that there is ample reason to expand upon these models in order to include the processing of both rate and duration. We describe several ways that two popular timing models could handle rate, and illustrate that they would lead to different patterns of co-variation of rate and duration judgments. We review evidence that seemingly indicates discrepancies between the manner in which rate and duration are processed, and show that this evidence is problematic. A failure to carefully consider more global models has led to overly hasty arguments derived from empirical results suggesting a necessary dissociation between mechanisms of rate and duration. We argue instead that these findings place important constraints on how a global model might function, but do not rule out a common mechanism for rate and duration judgment.

Keywords: Duration, rate, time perception, temporal integration, methodology of science

I Introduction

While philosophy has had a long interest in time perception, the explanatory question that drives contemporary philosophers of cognitive science is how we construct a representation of the world that has the temporal content that it has (Callender, 2008; Dennett & Kinsbourne, 1992; Grush, 2007). Our representations of the world are rich with temporal content, but this is revealed by the empirical methods of the cognitive sciences, not armchair introspections of philosophers. Experiments reveal that we represent experiences as temporally ordered (e.g., Hirsh & Sherrick, 1961) or as simultaneous (e.g., Stone et al., 2001; see Vatakis et al., 2008 for discussion of the effect of task), and they tell us which kinds of stimuli and tasks will influence these temporal features of our representations. Similarly what has emerged is that we represent experiences as having temporal extent or rate: we are able to compare event duration across a number of perceived events (e.g., Fraisse, 1984) or estimate rates of perceived stimuli (e.g., Fraisse, 1978), and well-described features of context have been shown to affect these judgments (e.g., Eisler, 1976; Matthews, 2011, 2013; McAuley & Kidd, 1998; McAuley & Jones, 2003). That our representations of the world are rich with temporal content is incontrovertible, but how we construct representations with the temporal content they have is far from well understood. A unified model of temporal processing should explain our judgments of temporal order, simultaneity, duration and rate at all time scales, but such a unified model of temporal processing is far off. Here we focus on experimental data about duration and rate, focusing on the ms-sec time scale. We define rate as the periodicity of a stimulus over time (including rhythmic processes), while duration is the elapsed time between two markers (such as onset/offset).

Several models of temporal processing have been proposed in the literature on timing and time perception;
here we discuss just two: the Pacemaker Accumulator (PA) model, and the more recent Beat Frequency (BF) model. Both assume an explicit representation of time, although we do acknowledge that there is a body of research suggesting that these same temporal properties of the environment may be coded implicitly (see Ivry, 1996; Ivry & Schlerf, 2008; Karnmark & Buonomano, 2007). We start with a discussion of constraints, both empirical and methodological, that we take to be natural constraints on any model of temporal processing. We then discuss different ways the PA and BF models could be used to process rate and duration, which leads to predictions about how rate and duration judgments co-vary. We then review empirical results on duration and rate perception that appear to show that the mechanisms for processing these different stimulus dimensions are dissociable, but, we argue that these results fail to establish this as a necessity for a variety of reasons. Our fundamental concern is that showing the ways in which duration judgments co-vary with rate judgments fails by itself to establish a dissociation of the mechanisms underlying these judgments without further argument that there is no (plausible) integrative model that can accommodate the pattern of co-variation of these judgments. We think the arguments for dissociation of rate and duration mechanisms have proceeded too quickly, without careful thought about how the body of evidence could be accounted for by a common mechanism.

2 Constraints on Clock Models

Models of time perception must have sufficient neurobiological plausibility (as evidenced by accommodation of lesion, pharmacological and neuroimaging data as well as discussion of feasibility of neurobiological implementation). They must be able to accommodate the evidence from psychophysical and psychological experiments. While all researchers in the field would agree that a complete theory of time perception should be able to accommodate all the data from time perception studies, we differ from much of the extant literature in our belief that data from different sorts of timing tasks should inform our building of models. Models of internal clocks that explain the mechanisms of time perception have been developed in response almost exclusively to data from duration experiments, and we think that this is a mistake. Information from rate experiments should inform the construction and assessment of these models if only because rate can be calculated by the number of events that occur per unit of time or the duration between stimulus onsets. We believe that an integrative model should account for the influence of different types of timing tasks, and be able to accommodate and explain a richer array of temporal structure than just duration. It is our view that an efficient coding of temporal information should not require a plethora of separate mechanisms to cope with the temporal structure of the environment.

In principle we could have separate and independent mechanisms for processing rate and duration, but in the absence of a compelling case to suggest this, we think there are reasons to expect significant overlap and interaction between mechanisms underlying duration and rate perception. Our reason for this appeals to a form of Occam’s razor. First, rate information provides duration information, so a mechanism that computes rate has at its disposal information to compute duration. But similarly, duration contains rate information, thus a mechanism that can compute duration can in principle compute rate. Any mechanism that relies on a rate processor, in a way that does not communicate with a duration processor or vice versa is unnecessarily costly for a neurobiological system. Rate and duration are intimately related; separate mechanisms for their processing are possible, but not as plausible as a temporal processing mechanism that can account for both.

Although largely overlooked, Meck et al. (1984) proposed that duration and rate discrimination involve the same temporal integration and memory mechanisms. This idea was based on the observations that duration and rate discrimination exhibit similar Weber fractions, are both bisected near the geometric mean of their anchor values, and are affected in a similar manner by hippocampal lesions. Church and Broadbent (1993) were more explicit in this suggestion and in an attempt to account for different temporal estimates such as elapsed time, number, and rate perception, they developed alternative models based, in part, on the mode-control model of timing and counting developed by Meck and colleagues (e.g., Aagten-Murphy et al., 2014; Hinton & Meck, 1997; Meck & Church, 1983; Meck et al., 1985). At its core, this model utilizes a pacemaker-accumulator mechanism stage for temporal integration as well as an alternative connectionist version of scalar timing theory (Gibbon et al., 1984, Church, 2003) involving multiple oscillators and an auto-association network. In addition, the theoretical framework of McAuley & Kidd (1998) and McAuley & Jones (2003) is compatible with our view: they probe judgments of duration in the context of rates of rhythmic patterns, but their model is only explicitly discussed as a model of duration perception. A key point of agreement between us, Church and Broadbent (1993) and McAuley & Kidd (1998) is that we believe, as they do,
that tempo discrimination and duration discrimination are fundamentally the same.

Implicit in the two leading models of duration processing we discuss below is an intimate relationship between duration and rate: both process duration via the processing of rate of some biological phenomenon, either via an explicit pacemaker or via neurons that oscillate or fire at a particular rate, and in both, rate and duration information rate are easily accessible (see Cordes, 2006; Cordes et al., 2007). For each we can see a number of ways to handle rate, which would give rise to different experimental predictions. As a consequence, we believe that rate and duration studies could show us that rate and duration are processed by separate and independent mechanisms. On the other hand, as we describe below, the majority of studies that have been conducted to date fail to convincingly establish separate mechanisms for the processing of duration and rate and may readily be accounted for by an integrative model of temporal processing and decision-making.

3 Two Clock Models

3.1 Pacemaker Accumulator Models

The PA model of temporal processing has been a dominant model in the timing literature since the 1960’s (Gibbon et al., 1984; Treisman, 1963, 2013; Van Rijn et al., 2014). While the details of the model have been filled out in a variety of ways, the rough outline of the model is as follows: During the clock stage, a pacemaker emits pulses at roughly regular intervals, and an accumulator or counter can be switched on and off in order to integrate the number of pulses over time. A memory stage stores the “clock reading” taken from the accumulator which represents the number of pulses integrated over time on a particular trial. A decision stage then compares the “clock reading” for the current trial with past clock readings for stimuli stored in reference memory, and a response is made, e.g., shorter or longer. Measuring the duration of a stimulus or the duration between two stimuli is achieved by the switch turning on and off at the appropriate time markers. Treisman’s 1963 paper describes the basic model; pitched as an advantage is that it can accommodate Weber’s law for duration: that the just noticeable difference between two durations is proportional to length of the base duration presented. To handle motor coordination in later instantiations of the model, the pacemaker itself is generated by a non-linear temporal oscillator whose pulses are adjusted by a calibration unit that can modify their frequency (Treisman et al., 1990).

This type of PA model is well known even if not universally endorsed. There are concerns about its neurobiological plausibility (Buhusi & Meck, 2005; Matell & Meck, 2000, 2004; Van Rijn et al., 2014); implementation of unbounded accumulation processes required to handle long enough durations is one concern, another is whether the model really delivers on its Weber’s Law promises (e.g., Burr et al., 2009; Wearden, 2003). The changes in Weber fraction that occur when observers bisect very short temporal intervals (5-30ms) as compared to longer intervals (100-1000ms) are contrary to predictions from Weber’s law: the Weber fraction for the shorter intervals is larger than that for longer intervals around 200ms (Burr et al., 2009, Wearden, 2003). While Burr et al. (2009) were not concerned with defining the rate of the accumulator, their results challenge Weber’s law for duration estimation. As such, the model appears to fail to explain some basic properties of interval timing, at least for short intervals. We don’t take these concerns to be insurmountable objections to the model; for example, one could have several timekeepers that work for different time scales and feed information to each other to handle unbounded accumulation, and by adding further modifications the model may be able to explain Weber’s law for short intervals. And despite these worries, it enjoys a prominent place in the literature (Wearden, 2003). We are interested in how such a model could be used to process rate information, while remaining consistent with duration data.

There are a couple of plausible ways that a PA mechanism could handle rate corresponding roughly to whether rate is processed on the “front end” or the “back end” of the model. For the “front end” view, one could imagine rate of a stimulus to be represented by a correlation with the rate of the pacemaker itself. To get rate judgments, relative or otherwise, would require that we “read out” the pacemaker rate. This could be achieved in a number of ways. The PA model could have an additional comparator unit that compares the rate of stimulus with the rate of pacemaker to generate rate judgments. Or a PA model could function with several pacemakers, and rate judgments could track correlations between stimuli rates and pacemaker rates. In either case, repeated exposure to stimuli at a particular rate could change the frequency of the pacemaker (e.g., by changing the calibration unit) and thus adaptation to rate could speed or slow the pacemaker, and duration judgments and rate judgments would be adjusted accordingly. In the case of a PA model with a single pacemaker, adapting to a higher rate would increase the rate of the pacemaker, which would lead to more pulses being emitted during a given fixed duration of a stimulus, resulting in
overestimations of durations and underestimations of rate (relative to an unadapted state of the pacemaker); conversely, adaptation to a lower rate would lead to underestimations of durations and overestimations of rate. In a multiple pacemaker model, it is plausible that only the pacemaker(s) of similar rate to the adaptor would be impacted by repeated exposure to a particular rate, so the effect of adaptation might be limited to a narrow range, depending on how many pacemakers are included in the model and whether they overlap in their tuning. Duration could be calculated by using a particular pacemaker working at a known frequency and counting the number of ticks that occur, and if that pacemaker is unaffected by the adaptation, this could lead to a situation where perceived duration is not influenced by a change in perceived rate. In our view this is the most naïve picture of how a pacemaker accumulator could handle rate perception. It assumes that rate of a stimulus is represented by rate of some neurobiological process in the brain (see Allman et al., 2014; Treisman et al., 1990; Wearden et al., 1999). This is certainly a possibility though it takes the most naïve view of the relation between content of a representation and the representing vehicle (for discussion of the importance of distinguishing content from vehicle see Dennett & Kinsbourne, 1992).

Another way that the PA model could handle rate would be on the “back end”: rate perception is simply a function of multiple duration percepts. The model initially computes durations and, from them, computes rate (see Gallistel & Gibbon, 2000). Given a series of flashes of light, each flash of light lasts a certain duration and the time between each flash, when the light is off, has a certain duration; the rate can be calculated (1) by counting the number of flashes in a known interval of time, (2) by determining the period between successive onsets of the flashes and taking the inverse of this to determine rate, and/or (3) by measuring the durations of the flash and of the gap between flashes, combining them to determine the period of the sequence, and then taking the inverse to calculate rate. In these cases, the simplest view would be to expect an inverse relationship between duration and rate; adaptation causing a perceived increase in rate would lead to a perceived decrease in duration. However, depending on whether the “known interval” is influenced by adaptation, it is possible that perceived rate could be unaffected by a change in perceived duration.

In both the front end and back end views, the frequency of the pacemaker could change while perceptions of duration and perceptions of rate may or may not; if the percepts are calculated as relative properties (e.g., to some internal reference), then changes in the pacemaker frequency may actually cancel out. The issue of single versus multiple pacemakers has potential consequences for what predictions are appropriate for a given task. If there is a single pacemaker, and participants are making comparative predictions, a change in pacemaker frequency may lead to no effect, while absolute judgments could be affected by the change. But in a multiple pacemaker model, comparative judgments could change if the stimuli being compared rely upon different pacemakers that do not all change in the same way, while absolute judgments might only change for the stimuli that stimulate the changed pacemaker.

Matthews (2011, 2013) investigated how changes in the tempo of a series of stimuli alters the duration that is read off by the perceiver. Three different temporal contexts were presented in which 1) the rate/duration of on- and off- durations in a total ‘to be estimated’ duration were equal, 2) the rate/duration decreased towards the end of the interval and 3) the rate/duration increased across the interval. Dynamically changing rates (conditions 2 & 3) lead to an over-estimation of total duration irrespective of the type of change. According to Matthews (2013), the changes in stimulus rate should alter the accumulation rate of the accumulator in a PA model. Given that the results demonstrate an overestimation of dynamically changing stimuli, irrespective of an increase or decrease in stimulus rate, this could suggest a non-linear relationship between accumulation rate and stimulus rate. In this instantiation of the PA, the accumulation rate could change with the stimulus, while the read-out duration would not be affected.

There is some debate as to whether our temporal processing is modality specific or multi-modal. We can imagine each modality having its own PA handling rate and duration in one of these ways, and a central interpreter that calculates duration and rate as a function of the inputs from the different modality specific clocks. Or we can imagine a mechanism that pulses at a rate that is determined by multi-modal integration, and accumulates these pulses centrally (see Allman et al., 2014; Buhusi & Meck, 2006, 2009; Chen & Zhou, 2014; Merchant et al., 2013).

3.2 Beat-Frequency Models

The BF model of interval timing has its origins in a seminal paper by Miall (1989). According to this model, durations are encoded by ensembles of oscillating neurons that are reset and synchronized at the onset of the “to be timed” stimulus. Given a collection of neurons oscillating at different frequencies, as time passes there will be instants at which sub-ensembles will be in phase. The frequency at which a sub-ensemble is in phase is its “beat frequency”. These sub-ensembles code for the duration of an interval,
the "beat period", the interval marked by the time between consecutive instants at which they are in phase. The many sub-ensembles of a collection can code numerous durations, and durations of lengths considerably longer than the frequency of any single oscillator in the ensemble.

Miall intended this model as a proof of concept rather than the neurobiological underpinning of time perception: i.e., a neural network that works this way could code durations. Neurobiological plausibility comes via striatal medium spiny neurons which have been shown to function as the kind of coincidence detector required to track the beat periods of oscillating cortical and thalamic neurons (Matell & Meck, 2000, 2004; Matell et al., 2003), and lesion and neuroimaging studies seem to confirm the role of these brain regions in timing (e.g., Coull et al., 2011; Meck et al., 2008; Merchant et al., 2013). Neurobiological plausibility is a strength of the model, however a weakness of the model is its somewhat limited application to behavioural data from psychological and psychophysical experiments (Matell & Meck, 2004) – a concern that will undoubtedly be addressed over the course of time (see Aagten-Murphy et al., 2014; Allman & Meck, 2012; Buhusi & Oprisan, 2013; Lustig et al., 2005; Oprisan & Buhusi, 2011, 2013, 2014; Teki et al., 2012; Van Rijn et al., 2014).

The BF model also has close connections with some of the recent developments of dynamic attending theory (Jones & Boltz, 1989). In particular, context effects on duration judgments of inter-onset intervals (IOIs) in rhythmic sequences appear to be well explained by thinking of the timing of those intervals to be correlated with oscillators in something like a BF model (see in particular Jones & Boltz, 1989; McAuley & Kidd, 1998; McAuley & Jones, 2003). In this picture, oscillators in the context of rhythmic sequences can become phase shifted and entrained by context-generated rhythms, and this influences judgments of durations of IOIs in subsequently presented rhythmic sequences. An essential feature of the PA models that are discussed in particular by McAuley and Jones (2003) is that between a context stimulus and a comparison stimulus the phase of the pacemaker ought to reset, while no such resetting need occur in a BF model (this is not an essential feature of the BF model; as noted above, Miall's original conception of the BF model does include a resetting of the oscillators prior to a duration timing). But, under this assumption their crucial experiment is one that shows negative effects of large changes in onset time of the comparison sequence on discrimination of different IOIs in the comparison sequence. These data provide some important psychological evidence that favours a version of the BF model over PA models.

Again, we can imagine several ways the BF model could handle rate, but the most obvious idea would be that rate gets processed on the “front end”, in terms of a correlation between the rate of the stimulus and the frequencies of the oscillators: either by altering their frequencies, or by altering the frequencies of sub-collections of oscillators. Here again, we are imagining that rate judgments are arrived at by a reading out of the frequencies of those oscillators that are suitably correlated with the stimulus. This will also influence duration judgments if a sub-ensemble’s beat frequency is thereby changed. For example, if a stimulus influences the frequencies of members of a sub-ensemble in quite different ways, such that the time between their successive in-phase beats changes from 500 ms to 550 ms, then duration estimates driven by this sub-ensemble’s striatal neuron will be quite different. That is, in the absence of any other mechanism to correct for this kind of change, the striatal neuron that tracks this particular ensemble’s beat frequency will be activated by different duration stimuli at some times than at others; sometimes that striatal neuron will be active for 500ms stimuli, at other times (after some kind of adaptation or entrainment) for 550 ms stimuli. If this kind of thing happens we can also expect that the same stimulus duration (as measured by some external clock) will be judged to be of different duration on different occasions: 550 ms will be judged sometimes as 550ms, but after entrainment or adaptation, as 500ms. Or rate could be processed on the “back end” as a function of duration by detecting coincidences of striatal neurons themselves in response to a stimulus then computing the rate by a method akin to the “back end” processing for the PA model. Given either way of processing stimulus rate, we can see that close attention to the nature of the temporal integration mechanism is required to predict a specific pattern of co-variation of rate and duration judgments, and one would have to devote considerable attention to the nature of the model before one could show that such a pattern disconfirmed it. As with the PA model, adaptation or entrainment may have different effects on different tasks; comparative judgments are likely to show different patterns of change than absolute judgments.

One perspective on neurobiologically plausible coding of rate, that lends its plausibility to the “front end” picture outlined above, comes from neuroimaging studies exploring responses to rhythmic input. What occurs within the stimulus presentation is entrainment of the neural oscillators to the beat frequency of the input. Rate can be estimated via the change in neural oscillation, that is, synchronisation to the stimulus. Neural substantiation of this coding of rate/rhythm has been demonstrated for monkeys and humans (e.g., Besle et al., 2011; Lakatos et al.,
Entrainment is distinct from neural adaptation in that neural adaptation refers to the change in some property of response over time with a cost for the duration of the process that leads to fatigue of the neurons involved. However, entrainment is akin to the behavioural phenomenon of adaptation, which we discuss below in relation to rate and duration. To date there is no evidence to contradict the assumption that behavioural temporal adaptation may utilise such an entrainment at the neural level. An oscillator model of rate discrimination could read off the phase of the synchronised neural oscillations providing an estimate of rate for low-frequency oscillations.

4 Experimental Evidence

An integrative model of temporal processing will lead to predictions about the pattern of co-variation of rate and duration judgments; which pattern of predictions to expect depends on the nature of the model. There is a substantial amount of experimental evidence that has been taken to show that mechanisms for rate and duration processing are separate. We will review the following sources of evidence, by no means a complete coverage, that suggests rate and duration are separable: 1) adaptation data from vision, 2) studies of the subjective expansion of time, and 3) studies that, taken together, suggest that duration perception is sensory-specific, but that rate is not.

4.1 Visual Adaptation

Adaptation paradigms are one way to measure temporal perception. Johnston et al. (2006) presented participants with a sinusoidal grating that drifted back and forth. They found that when they used a grating that drifted relatively quickly (20 Hz), the perceived duration of a test grating (at 10 Hz) was reduced (whereas a 5-Hz adaptor had little effect). They found the same pattern of results when they used a flickering adaptation stimulus that changed in brightness. We note that this result is contrary to the “naive” version of the PA model, as that model would have predicted a lengthening in perceived duration, though it can be explained by more complicated PA models that allow for a negative aftereffect (e.g., a model with multiple pacemakers tuned to different frequencies could obtain a negative aftereffect if the adaptation causes pacemakers at frequencies similar to the adaptor to respond less vigorously). For both types of adaptation stimuli, they measured the effect on perceived temporal frequency and found that for both the 5-Hz and the 20-Hz adaptors, there was a significant negative aftereffect – that is, adaptation to the fast adaptor slowed down perceived temporal frequency of a 10-Hz test stimulus, while adaptation to the slow adaptor increased the perceived temporal frequency of the test stimulus.

Johnston et al. (2006) argued that their pattern of results suggested that the duration effect could be dissociated from the frequency effect, for several reasons. First was perceptual consistency – they suggested that a reduction in perceived duration could be considered a form of temporal compression, and that such compression should also lead to an increase in perceived frequency; their results with the fast adaptor – a decrease in both perceived duration and perceived frequency – is incompatible with such an account. However, there are potential mechanisms for calculating rate and duration that would predict shifts in the same direction for duration and frequency. These data place an important constraint on potential models of temporal perception, but do not rule out a single rate/duration processor.

Second, Johnston et al. (2006) pointed out that their 5-Hz adaptor increased perceived temporal frequency, but did not change perceived duration. They take the result that perceived temporal frequency changes without any change in perceived duration to imply that temporal frequency and duration rely on separate neural mechanisms. However, when we examine the results of their adaptors together, we find that there is a plausible alternative explanation for this seeming dissociation. They actually collected data after exposure to three different moving grating adaptors: the 5-Hz and 20-Hz adaptors mentioned above as well as a 10-Hz adaptor (the same rate as their test stimuli). With the 10-Hz adaptor, they found a reduction in perceived duration and a “relatively minor” reduction in perceived temporal frequency and they do not provide an explanation for why this might occur. We note that the task in this study was a comparative one; participants saw gratings at two different locations, one on an adapted side, and one on an unadapted side of space, and judged the relative duration or relative temporal frequency of the two gratings. Participants saw adaptation stimuli on the adapted side, both during an adaptation phase and during “top-ups” between trials, and then (in random order) saw a 10-Hz, 600 ms standard stimulus on the adapted side and a comparison stimulus on the unadapted side; in duration experiments, this comparison stimulus was 10 Hz but of variable duration, and in the temporal frequency experiments, the comparison stimulus varied in temporal frequency. Thus the adapted side received far more total stimulation than the unadapted side. Duration perception for a location that has been repeatedly attended to could be different than for a location that has been less attended to, for reasons distinct from the particular temporal features of that stimulus. For
instance, either facilitation or inhibition of return can occur when two stimuli are presented sequentially in the same location; in this study the gap between adaptation and test trials was 500 ms, which an ISI at which inhibition generally occurs (Klein, 2000); Johnston and colleagues do not provide enough detail on their onset/offset experiment to determine whether inhibition of return might be occurring in their study. Because the 10-Hz adaptor (the same frequency as the test stimulus) did reduce apparent duration of subsequent stimuli at that location, simply looking at the change due to adaptation and not the adaptor (the same frequency as the test stimulus) did reduce apparent duration of subsequent stimuli at that location, simply looking at the change due to adaptation in the 5-Hz and 20-Hz conditions combines two effects: that from exposure to additional stimulation on one side (possibly an attentional effect) and that from exposure to the particular temporal properties of the adaptation stimuli. Comparing the effects of duration across all three adaptors, we see that adapting to 5 Hz leads to less reduction in perceived duration than adapting to 10 Hz, which in turn leads to less reduction than adapting to 20 Hz. Thus, relative to the “neutral” 10-Hz adaptor, the 5-Hz adaptor has influenced perceived location. Viewed in this light, the pattern of adaptation for duration and the pattern of adaptation for temporal frequency are actually similar in that, relative to 10-Hz adaptors, 5-Hz adaptors lead to reductions in perceived duration and perceived temporal frequency while 20-Hz adaptors lead to increases in perceived duration and perceived temporal frequency.

Third, Johnston et al. (2006) highlighted the results of their interval-reproduction experiment. In that version of the task, participants reproduced durations consisting of stimuli flickering at different rates. For 5-Hz stimuli, participants created durations that were shorter than the presented duration; for 20-Hz stimuli, they created durations that were longer than the presented duration, and they showed little bias in the 7–13 Hz range; thus the pattern was a tendency to see higher frequency stimuli as lasting longer. Johnston and colleagues argued this demonstrates that the reduction in perceived temporal frequency of the test stimulus would be unlikely to explain the duration after-effect, presumably because the effect of adaptation on perceived temporal rate was not large enough that it could explain the entire duration aftereffect. But here the authors used a very different paradigm and probed absolute perception of duration based on rate; there is no adaptation and the judgments are not comparative. In a later study, Matthews (2011) found that rating tasks and interval reproduction tasks lead to differences in perceived duration; it is plausible that a comparative judgment task would also yield different results from an interval reproduction task. Thus Johnston and colleagues’ experiments using these different tasks are not easily comparable; it could be that adaptation to a particular stimulus causes a subsequent 10-Hz test stimulus in the adaptation location to be perceived as the same rate as, say, a 13-Hz stimulus, but this does not mean that the 10-Hz stimulus can be treated as equivalent to a 13-Hz stimulus. It is possible that multiple factors come into play with the adaptation paradigm: 1) an effect on perceived duration of adaptation to a particular frequency (the primary effect of interest in that paper), 2) an effect of location on perceived duration (which, as mentioned above, could be in part attentional), and 3) a tendency to perceive longer durations for stimuli of higher temporal frequency. The finding that the third factor is insufficient to fully explain the effect does not negate that it may play a role in the effect.

Finally, Johnston et al. (2006) added one more variation to their experiment to attempt to separate out temporal frequency and duration. Using the moving grating adaptors described above, they tested for perceived duration by exposing participants to a 5-Hz or 20-Hz adaptor, and then having them compare the 10-Hz, 630 ms standard to a comparison stimulus of variable duration that was 13 Hz (after adaptation to 5 Hz) or 7 Hz (after adaptation to 20 Hz). This manipulation was meant to equate the perceived temporal frequency of the standard and the comparison. They found the same basic effect as in their first experiments – the reduction of perceived duration for 20-Hz adaptors, but no substantial change for 5 Hz – and argue that rate is not the determining factor, as following 20-Hz adaptation, stimuli that are both oscillating at the same perceptual rate differ in perceived duration. Although we find this to be their most compelling argument, this result is not sufficient to fully dissociate the two effects. Participants could be using a different strategy here; by estimating reversals as a cue to duration, the 12-Hz stimulus would include more reversals and seem to be longer than a 7-Hz stimulus. Because the effects of having test stimuli at different frequencies was not systematically probed, and because we see that rate and duration could be processed by a single temporal integration mechanism in more than one way, there are many possible predictions. As a consequence, we believe that the primary conclusion of the paper – “duration adaptation is specific to a particular location” – stands. But we do not think the dissociation between perception of temporal rate and of duration has been established.

### 4.2 Subjective Expansion of Time

The second area suggestive of dissociation between rate and duration perception comes from subjective expansion of time studies. Here an “oddball” stimulus that differs from a set of identical standards is perceived to last longer than the standards; even when the oddball is in the middle
of a sequence, and for a range of different stimulus dimensions, including colour, shape, and size. Moreover, this expansion can be found using a range of different psychophysical tasks (e.g., Tse et al., 2004). These results have been replicated by several other labs, and although there is no general consensus on the underlying explanation for the results, the findings are robust.

In contrast, whether an oddball stimulus has a different perceived rate than standard stimuli is less well established. Pariyadeth and Eagleman (2007) addressed this question by flickering photographs of everyday objects; oddball varied in the content of the picture. Standards were all flickered at 10 Hz, while the oddball could be one of a range of frequencies; participants showed no bias in determining the rate of the oddball. The authors conclude that subjective expansion of time does not influence perceived rate, but several lingering questions remain. There is no verification that the subjective expansion of time actually occurs with the flickering stimuli; they did not test these stimuli for changes in perceived duration. Flickering the photographs could essentially be repeating the picture multiple times, thus participants may have perceived the oddball stimulus as less odd. If rate is calculated using, for instance, the duration of time for which the stimulus is on, then after several cycles, participants might no longer be experiencing an oddball effect. In order to argue that rate and duration are properties that are processed by separate mechanisms, it is essential to use the same stimuli and measure both effects, and show that there is not a plausible temporal integration mechanism that can handle them both, so even if our concerns above were allayed by further experiments, an argument that the results could not be accommodated by a single mechanism that processed both rate and duration is needed.

4.3 Sensory Specificity

The last form of evidence that we will address comes from comparing data that suggest duration is a sensory-specific property (e.g., Heron et al., 2012) with data suggesting rate is not (e.g., Levitan et al., 2011). Heron and colleagues exposed participants to adaptor durations and found a negative aftereffect; exposures to repeated short intervals leads subsequent intervals to be perceived as longer (and the reverse for repeated exposure to long intervals), but this effect is tuned such that it is attenuated at large discrepancies between test and adaptor durations. They argue that their effect is sensory-specific; adaptation in one modality does not transfer to another. However, in their paradigm, headphones were used to present sounds, and so sounds were not co-located with their visual stimuli. As duration adaptation seems to be location-specific (Johnston et al., 2006), it could be that the lack of transfer is not a result of a change in stimulus modality, but a change in spatial location. In the rate study, which co-located visual and auditory stimuli, there was crossmodal transfer of rate adaptation (Levitan et al., 2011). Further evidence for the importance of co-location of multisensory inputs on timing comes from Di Luca et al. (2009), who demonstrated a clear distinction in what is modulated, in their case by temporal recalibration, when stimuli are co-located or auditory stimuli are presented over headphones and visual stimuli from in front of the observer. In the latter case audition adapts and in the case of co-located audiovisual stimuli, vision adapts. Di Luca et al.’s data suggest that the implications for spatial co-location are non-trivial. So Heron and colleagues’ claim of sensory specificity should be considered with caution. If their result were to hold with co-located stimuli, this would represent an important constraint on potential mechanisms for temporal perception, but without further discussion of potential mechanisms it still does not establish dissociation of the mechanisms for rate and duration. One older set of duration experiments (Walker et al., 1981) with co-located stimuli also suggests that adaptation does not transfer across the senses, but their adaptation paradigm induced a contingent aftereffect, where a pair of pulses of differing duration leads to a bias in reproducing the duration of a single pulse. It is not clear to us what mechanism leads to this phenomenon so we hesitate to speculate about whether the finding would also apply to more general duration aftereffects.

5 Conclusions

More research has to be done before we can draw firm conclusions about dissociation of mechanisms for rate and duration. An integrated model of time perception will surely have some predictions that we can describe with ease now; that when listening to the chiming of Big Ben at midnight, the first chime will be judged to occur before the second, and the time between the first and third chimes will be judged as shorter than the time between the third and the ninth, but such a model may have plenty of predictions we would take at face value to be counterintuitive. Models of temporal processing will have to accommodate evidence from psychophysical and psychological experiments, but to answer questions about integrated versus separate mechanisms for rate and duration requires consideration of more sophisticated models of temporal processing and multisensory integration (e.g., Allman et al., 2012, 2014; Cordes et al., 2007; Karmarkar, 2011; Matthews & Meck, 2014; Raposo et
al., 2012); these questions won’t be decided by data alone. As we indicated above we think there are methodological reasons to think an integrated model of temporal perception is attractive, and we think future work would benefit from the development and testing of such models.
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